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FOREWORD 
 
 The Jet Propulsion Laboratory (JPL) Director’s Research and Development Fund 
(DRDF) was established in 1969 as one provision of a Memorandum of Understanding between 
the National Aeronautics and Space Administration (NASA) and the California Institute of 
Technology (Caltech).  The principal objectives of the DRDF are to promote innovative seed 
efforts for which conventional program resources are not available, and to encourage 
collaborative work with faculty and students at Caltech and other universities. 
 
 In 2003, the level of support for DRDF was $3.5 million.  For a typical mix of in-house 
labor and procurements, this level of funding provides about 13 work years per year of research 
effort.  In contrast to the NASA civil service centers’ flexibility of action afforded by the 
availability of research and program management (R&PM) resources, JPL must cover all cost of 
in-house labor, services, and related burdens by the R&D funds themselves. 
 
 The current level of funding has had a significant impact at JPL by enabling expanded 
efforts in selected technologies regarded as especially important for the future of the Laboratory.  
The technologies selected for emphasis by the Director for 2003 were those aligned with the JPL 
strategic implementation plan.  The emphasis is on innovative science and breakthrough 
technologies.  Since space missions are fundamentally limited by the technology, any 
breakthrough offers a possibility of bypassing today’s limitations and will lead to revolutionary 
improvements in space science and missions. 
 
 This annual report deals primarily with the technical content of the work supported by the 
DRDF.  It is a collection of task reports prepared by individual investigators that describe the 
objectives, progress and accomplishments, significance of the results, and financial status of the 
various tasks.  Care is taken by authors to credit other persons, especially university faculty and 
students, who contributed to the effort.  Publications and conference presentations related to the 
work are listed at the end of each summary.  The material has been lightly edited to ensure 
consistency in format, correctness of spelling and punctuation, completeness of thought, and so 
on, but the substance of style of the reports reflects the individuality of their authors. 
 
 The individual summaries are categorized as either “interim” or “final,” according to the 
status of the task efforts.  Most of the DRDF tasks that were active during FY 2003 are 
represented in the report, but in few instances contributions were not forthcoming in time to be 
included in this volume.  Submissions of this kind that eventually appear will be retained in the 
task files for reference. 
 
 The table of contents groups the summaries by technology area. 
 
 Individual task reports are intended to be informative stand-alone narratives.  However, 
readers who have questions or desire additional details about any task should not hesitate to 
contact the authors directly. 
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LARGE-STROKE, CONTINUOUS MEMBRANE MEMS DEFORMABLE MIRROR 
FOR FUTURE SPACE-BASED ADAPTIVE OPTICS 

 
Interim Report 

 
JPL Task 1059 

 
Eric Bloemhof (Senior Member of the Engineering Staff, JPL, 383) 

Eui-Hyeok Yang (Senior Member of the Engineering Staff, JPL, Section 384) 
B. Martin Levine (Deputy Leader, Interferometry Center of Excellence, JPL) 

Susan Trolier-McKinstry (Professor, Penn. State Univ.) 
 

A. OBJECTIVES 
 

The objective of this work is to develop proof-of-principle fabrication technology for a 
large-actuator-stroke deformable mirror (DM) that can provide the large wavefront correction 
that will be needed by a number of planned NASA missions featuring mechanically-flexible 
space-based telescope apertures. 

 
 

B. PROGRESS AND RESULTS 
 

Adaptive optical systems for future ultra-large telescopes require optical-quality, large-
area, single-face-sheet DMs (concept as shown in Fig. 1 [1]).  High-density (e.g. 1000 x 1000) 
underlying microactuator arrays will be incorporated in these DMs, so low-voltage (~ 50V) 
operation is essential.  Also, thick (>10 µm) single-face-sheet mirror membrane will be needed 
for large-area DMs, in order to increase the surface quality of the mirror.  Micromachined DMs 
have been reported; however, they require high-voltage operation (200-700V) [2-5], and show 
marginal surface quality [2,3] or high influence function (inter-actuator coupling) [3,4].  Major 
requirements of an actuator membrane, for DMs with ~30-cm-diameter mirror membrane, are > 
5 µm stroke (> 10λ to λ/15 at λ= 0.5 µm) at ~50 V and > 500 N/m stiffness (>>10 times stiffer 
than the mirror membrane for lower influence function).  Ultimately, optical-quality DMs can be 
fabricated using the membrane-transfer technique demonstrated by our group [1]. 

 
We have fabricated and characterized a series of PZT membrane actuators with various 

membrane designs, in order to optimize the actuator geometry (Table 1).   Fig. 2 (a) shows a 
photograph of fabricated arrays of actuators, and (b) a schematic illustration of the structure.  
The actuation principle is as follows:  an electric field applied vertically to the piezoelectric layer 
induces contraction in the lateral direction, causing the membrane to deflect downward (d31 
mode). It is also possible to apply a field in the lateral direction using a pair of adjacent 
electrodes patterned on top of the PZT (d33 mode).   

 
Actuator vertical deflection (stroke) measurements were taken using a WYKO optical 

profiler (Fig. 3).  Fig. 4 depicts deflection vs. voltage curves for d31- and d33-mode actuators.  
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The d33-mode actuation usually yields larger deflection, but requires higher voltage [4]; 
therefore, our focus was on optimizing the d31-mode actuators.  The amount of deflection is 
strongly dependent upon electrode/membrane size ratio, as well as Si membrane/PZT film 
thickness ratio, as presented in Fig. 5.  For membranes 2.5 mm in diameter, the optimized 
Si/PZT thickness ratio was approximately 6.  Optimum electrode diameter was found to be 
40%~60% of the membrane diameter.  For a 2.5-mm diameter membrane (PZT 2 µm thick, Si 15 
µm thick), the measured vertical stroke is 5.4 µm at 50V.  More experimental work is underway 
to further increase the membrane stroke, while maintaining the size, stiffness and low applied 
voltage; the improved results will be included in a full final report.  PZT membrane actuators with 
spiral and concentric ring electrodes have also been characterized, and shown to give an improvement in deflection 
for thin Si membranes.  However, for Si membrane thickness of 10 µm or greater, plain circular electrodes gave 
more deflection.   

 
The measured resonant frequency of the membrane is 40 kHz (Fig. 6), far exceeding the 

bandwidth performance of most MEMS-based deformable mirrors (1~3 kHz).  From this 
measured resonant frequency, the stiffness of the actuator is determined to be approximately 
1600 N/m, which exceeds the actuator stiffness requirement for typical large-area, continuous-
membrane DMs.    
 
C. SIGNIFICANCE OF RESULTS 
               

Space-based astronomical imaging systems are inherently challenged by the need to 
achieve near-diffraction-limited performance with lightweight optical components. For many 
future space-based systems, such diffraction-limited performance will require the use of 
deformable mirrors as wavefront correctors. NASA is planning ultra-large, lightweight space 
telescopes for the scientifically critical UV-visible (0.1-1 µm), mid-infrared (3-30 µm) and far-
infrared (30-300 µm) wavelength regimes.  Missions being considered include SUVO, a 4-8 m 
UV-visible telescope, SAFIR, an 8-10 m far-IR telescope, and Planet Imager, a 30 m telescope.  
Launching conventional rigid primary mirrors is prohibitively expensive, so it is planned to 
deploy either a segmented aperture, as with the James Webb Space Telescope (JWST), or 
relatively flexible monolithic primary mirrors whose large surface errors are corrected by 
subsequent active or adaptive wavefront control.  These concepts potentially involve wavefront 
errors much greater than several wavelengths. The key optical component needed for effective 
wavefront compensation is a large-stroke, continuous-membrane deformable mirror with high 
actuator density that is scalable to large areas (high actuator count).  Our ultimate goal is to 
develop deformable mirrors meeting the requirements of these demanding missions. 
 
D. FINANCIAL STATUS                 

The total funding for this task was $200,000, of which $40,000 has been expended. 

 
E. PERSONNEL               
 

Yoshikazu Hishinuma (384) has contributed to the demonstration of the concept.  
 
 
 



 5

F. PUBLICATIONS                                 
 

None. 
 
G. REFERENCES                                                                                   

 
[1]  E. H. Yang and D. Wiberg "A wafer-scale membrane transfer process for the 

fabrication of optical quality, large continuous membranes," IEEE/ASME Journal 
of Microelectromechanical Systems, Vol. 12, No. 6, Dec. 2003.   

 
[2]  T. Bifano et al., “Continuous-Membrane Surface-Micromachined Silicon 

Deformable Mirror,” Opt. Eng. 36 (5), p.1354 May 1997. 
 

[3]  J. Mansell et al., “Silicon Deformable Mirrors and CMOS-based Wavefront 
Sensors,” SPIE International Conference, High-Resolution Wavefront Control, 
San Diego, USA, Aug., 2000, pp. 15-25. 

 
[4]  G. Vdovin, “Optimization-based Operation of Micromachined Deformable 

Mirrors,” SPIE Conf. On Adaptive Optical System Technology, Kona, Hawaii, 
March 1998, pp. 902-909. 

 
[5]  M. J. Mescher, “A Novel High-Speed Piezoelectric Deformable Varifocal Mirror 

for Optical Applications”, Proceedings of IEEE, Sensors, June, 2002, 1, pp.541-
546. 



 6

30~80% of membraneElectrode diameter

plain circle, lateral 
(d33) mode, concentric 
rings, spiral, segmented

Electrode types

0.5, 1.0, 2.5mmMembrane diameter

2~20 µmSilicon membrane 
thickness

1~5 µmPZT thickness

30~80% of membraneElectrode diameter

plain circle, lateral 
(d33) mode, concentric 
rings, spiral, segmented

Electrode types

0.5, 1.0, 2.5mmMembrane diameter

2~20 µmSilicon membrane 
thickness

1~5 µmPZT thickness

Table1: Membrane actuator design parameters 

10  µ m 
Actuation of the 
center deformable 
actuator 

Transferred, 
continuous mirror  
membrane 

membrane actuator  

Mirror post 

Bottom post 

Transferred mirror membrane

Substrate wafer 
containing underlying 
microactuator array 

~30 cm 

Fig.1 Concept schematic for a large-area continuous membrane deformable 
mirror (DM) [1].  For quality mirror surface, the mirror membrane thickness is 
required at  > 10 µm. 
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Fig. 3: Deflection profile of a PZT unimorph actuator. Thickness of PZT/Si are 
2µm/15µm. 
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COMPACT WAVEGUIDE SPECTROMETER FOR MILLIMETER-WAVE REDSHIFT 
SURVEY 

 
Interim or Finial Report 

 
JPL Task 1011 

 
Hien Trong Nguyen, James Bock, Mark Dragovan,  Astrophysics Element (3231) 

Jonas Zmuidzinas, California Institute of Technology 
 
 
A. OBJECTIVES 
 

In recent years, we have begun development of Z-Spec, a new broadband spectrometer 
for the far-IR-through-millimeter-wave regime.  Z-Spec employs a technology we call the 
Waveguide Far-IR Spectrometer (WaFIRS), which is a new architecture that employs a 
diffraction grating in a parallel-plate waveguide and offers substantially reduced volume and 
mass relative to traditional grating spectrometers.  It is therefore an excellent candidate for a 
flight instrument.  We are constructing a cryogenic testbed for Z-Spec, which will be used for 
determining the redshifts of dusty galaxies, demonstrating the concept in a scientific setting.   

 
The work on this project is both a technical and scientific pathfinder for JPL’s and 

NASA’s long-wavelength astrophysics flight programs.  Significant progress has been made in 
FY02 and FY03, which is outlined in this report.  (Note that this report is for FY02 and FY03 
together) 
 
B. PROGRESS AND RESULTS 
 

The compact waveguide spectrometer called Z-Spec (BASS is the old name) is an 
ongoing effort incorporating contributions from many institutions worldwide with the full system 
design and integration centered at JPL / Caltech.   Over the next two years, the ultimate goal is a 
demonstration of the new broadband spectrometer technology along with high-sensitivity direct 
detectors.   
 

FY02 and FY03 has seen substantial progress on Z-Spec in all critical areas: design and 
construction of the new WaFIRS spectrometer module and its detectors and coupling structures, 
integration of the cryostat and 60mK refrigeration system, and development of the room 
temperature electronics.  With the completion of the Bock laboratories late in FY03, the Z-Spec 
cryostat and hardware are in the process of  moving to JPL, where the effort will continue. 

 
The Grating Spectrometer 

After the successful testing of our first prototype WaFIRS spectrometer, we have 
engineered the spectrometer module which will be used in Z-Spec.   The heart of the design is a 
custom diffraction grating with 481 blazed facets (increased from the 401 in the prototype).  In a 
WaFIRs spectrometer module, each grating facet is individually positioned to provide the best 
possible performance across the band, according to a numerical model.  We have designed the 
grating surface to provide a resolving power between 250 and 400 across the band.  Also critical 
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are the parallel plates which confine the radiation and determine the relative geometry of the 
illumination horn, grating, and detectors.  Because the entire spectrometer and plates will be 
cooled to less than 0.1 K, the mass must be minimized, yet the structure must be stiff to preserve 
the parallel plate spacing to 1 part in 100 across the ~55-cm structure.  To satisfy this constraint, 
we have designed and analyzed ribbed parallel plates which integrate with a separately-machined 
blazed surface.   These parts have been procured from an outside shop, the fabrication is 
complete, and they are receiving the final nickel and gold plate.  Room temperature testing of 
this spectrometer will begin around Oct 1, 2003. 

  

The Detector Assembly 

Another key component is the detectors and their coupling structures.  As part of the 
FY02 DRDF award, we have designed a SiN micromesh bolometer for Z-Spec, and the first 
batch of detectors have been fabricated in the JPL microdevices lab.  Each of the 160 bolometers 
will be individually mounted in an alumina housing with its load resistors.  The first batches of 
the detector housings and load resistors have been procured, mounted, and are quite satisfactory.    
 

Because of the unique geometry of the waveguide spectrometer, we have had to develop 
a new method of illuminating the bolometers.  After some design work using numerical E&M 
calculations, we have arrived at a solution in which each bolometer is illuminated with a 
waveguide bend, with half the detectors above and half below the plane of the spectrometer.  
These mitered bends are assembled in groups of 20, and the first block of 20 has been procured, 
fabricated, and received at JPL.  The complete integration of this block, the spectrometer plates, 
the grating surface, the detectors and their housing will allow the first end-to-end cryogenic test 
of the spectrometer, to take place in early FY04.  Subject to the results of this test, we will 
procure all of the mitered-bend blocks and the detector housings for the full 160 channels, and 
fabricate the detectors to operate the full spectrometer late in FY04. 
 
The Cryogenics 

The cryogenic system is an integral part of Z-Spec, and in the last year we have 
overcome the major obstacles in this area.   Z-Spec is a cryogenic challenge because the entire 
spectrometer and its detectors are cooled to below 100 mK to reach the background limit for a 
R~300 spectrometer at λ=1 mm at a good mountaintop site.  To provide this, we use two 
refrigeration systems: an adiabatic demagnetization refrigerator (ADR) to provide the ultimate 
low temperature, and a 3He—4He refrigerator to provide a cold sink at 350 mK which intercepts 
the parasitic thermal loads to the spectrometer.   Both of these systems have been integrated and 
successfully tested.  The 3He—4He refrigerator was contributed by Z-Spec collaborator Lionel 
Duband of the Service des Bass Temperatures, Grenoble, France.  It provides a heat lift at 350 
mK of more than 10 Joules in each cycle, and its operation has been completely automated as 
part of a custom software package.  The adiabatic demagnetization refrigerator (ADR) was 
originally developed by Mark Dragovan, and has been cooled to 60 mK.  It demonstrates more 
than 100 mJ of total heat lift below 100 mK.  This will be adequate to cool the spectrometer and 
provide a hold time of around 1 day.  The heart of the cryogenic system is thus in good shape 
and awaits the installation of the science spectrometer module with the first detectors in early 
FY04.    
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The Electronics 
The warm preamplifier electronics are currently under development by JPL senior 

engineer John Battle.  An overall systems architecture has been adopted, and circuit designs are 
being bread-boarded and analyzed.   
 
C. SIGNIFICANCE OF RESULTS 
 

Development and commissioning of Z-Spec represents a technical and scientific 
pathfinder for future far-IR space missions, including SAFIR, the Single Aperture Far-Infrared 
Observatory recommended by the Astrophysics Decadal Report of 2000.  SAFIR is currently 
under study by teams at both JPL and Goddard Space Flight Center.   Redshift measurements 
with Z-Spec at the large mm-wave telescopes will likely be a high-profile experiment, furthering 
JPL’s position as an international leader in long-wavelength astrophysics.  The experiment is a 
scientific complement to the efforts on SIRTF, Herschel, and Plank, and all are part of a long-
term effort to position JPL in the leading role for future far-IR / submillimeter missions.   
 
D. FINANCIAL STATUS   
               

The total funding for this task was $149,000, all of which has been expended. 
 

E. PERSONNEL               
 

No other personnel were involved. 
 
F. PUBLICATIONS                                 

 
2 Papers were presented on Z-Spec / WaFIRS at the July 2003 SPIE Astronomical 
Instrumentation Conference: 

 
Bradford, Charles M.; Naylor, Bret J.; Zmuidzinas, Jonas; Bock, James J.; 
Gromke, J.; Nguyen, Hien; Dragovan, Mark; Yun, Minhee; Earle, Lieko; 
Glenn, Jason; Matsuhara, Hideo; Ade, Peter A. R.; Duband, Lionel, IR Space 
Telescopes and Instruments. Edited by John C. Mather . Proceedings of the SPIE, 
Volume 4850, pp. 1137-1148 (2003). 

 
Naylor, Bret J.; Ade, Peter A. R.; Bock, James J.; Bradford, Charles M.; 
Dragovan, Mark; Duband, Lionel; Earle, Lieko; Glenn, Jason; Matsuhara, Hideo; 
Nguyen, Hien; Yun, Minhee; Zmuidzinas, Jonas, Millimeter and Submillimeter 
Detectors for Astronomy. Edited by Phillips, Thomas G.; Zmuidzinas, Jonas. 
Proceedings of the SPIE, Volume 4855, pp. 239-248 (2003). 
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A MEMBRANE TRANSFER TECHNOLOGY FOR A CONTINUOUS MEMBRANE 
MEMS DEFORMABLE MIRROR 

 
Final Report 

 
JPL Task 1016 

 
Eui-Hyeok Yang, In Situ Technology and Experiments Systems Section (384) 

Dean Wiberg, In Situ Technology and Experiments Systems Section (384) 
 
 
A. OBJECTIVES 
 

The objective of this work was to develop a wafer-scale membrane-transfer technology 
for the fabrication of large-area, optical-quality, continuous face-sheet deformable mirrors.   

 
Our ultimate goal is to develop deformable mirrors by a membrane-transfer process.  The 

membrane-transfer technique will provide a critical technology complement for a deformable 
mirror meeting the requirements for the surface figure and the mechanical compliance for large-
area deformable mirrors.   

 
 
B. PROGRESS AND RESULTS 

 
This report describes a new fabrication technique developed for the construction of large-

area mirror membranes via the transfer of wafer-scale continuous membranes from one substrate 
to another.  Using this technique, wafer-scale silicon mirror membranes have been successfully 
transferred without the use of sacrificial layers such as adhesives or polymers.  This transfer 
technique has also been applied to the fabrication and transfer of 1 µm-thick corrugated 
membrane actuators.  These membrane actuators consist of several concentric-ring-type 
corrugations constructed within a polysilicon membrane. A typical polysilicon actuator 
membrane with an electrode gap of 1.5 µm, fabricated using the wafer-scale transfer technique, 
shows a vertical deflection of 0.4 µm at 55 V. The mirror membranes are constructed from 
single-crystal silicon, 100-mm in diameter, and have been successfully transferred in their 
entirety.  Using a white-light interferometer, the measured average peak-to-valley surface figure 
error for the transferred single-crystal silicon mirror membranes is approximately 9 nm as 
measured over a 1 mm2 membrane area.  The wafer-scale membrane-transfer technique 
demonstrated in this paper has the following benefits over previously reported transfer 
techniques: 1) No post-assembly release process to remove sacrificial polymers is required. 2) 
The bonded interface is completely isolated from any acid, etchant, or solvent during the transfer 
process, ensuring a clean and uniform membrane surface.  3) Our technique is capable of 
transferring large, continuous membranes onto substrates. 

 
We have demonstrated a wafer-scale membrane-transfer-process technique by 

transferring a 10 µm-thick single-crystal silicon membrane as a whole from a separate silicon 
substrate.  Specifically, under the proposed effort, the following was accomplished: 
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- Transfer of a single-crystal silicon membrane, 100-mm in diameter, from one 

substrate to another to demonstrate the process. 
- Determined a technique for transferring a wafer-scale membrane for a full-

aperture surface figure. 
 
 

C.   SIGNIFICANCE OF RESULTS 
 

Space-based astronomical imaging systems are inherently challenged by the need to 
achieve near-diffraction-limited performance with lightweight optical components. For many 
future space-based systems, such diffraction-limited performance will require the use of 
deformable mirrors as wavefront correctors. NASA is planning ultra-large, lightweight space 
telescopes for the scientifically critical UV-visible (0.1µm -1µm), mid-infrared (3-30µm) and 
far-infrared (30-300µm) wavelength regimes.  Missions being considered include SUVO, a 4-8m 
UV-visible telescope, SAFIR, an 8-10m far-IR telescope, and Planet Imager, a 30m telescope.  
Launching conventional rigid primary mirrors is prohibitively expensive, so it is planned to 
deploy either a segmented aperture, as with the James Webb Space Telescope (JWST), or 
relatively flexible monolithic primary mirrors whose large surface errors are corrected by 
subsequent active or adaptive wavefront control.  These concepts potentially involve wavefront 
errors much greater than several wavelengths. The key optical component needed for effective 
wavefront compensation is a large-stroke, continuous-membrane deformable mirror with high 
actuator density that is scalable to large areas (high actuator count).   

 
Our ultimate goal is to develop deformable mirrors by a membrane-transfer process.  The 

membrane-transfer technique will provide a critical technology complement for a deformable 
mirror, meeting the requirements for the optical surface figure and the mechanical compliance 
for large-area deformable mirrors.  The specific advantage of the proposed technology is that an 
optical-quality membrane can be transferred onto various substrates/actuators with different 
volume and mass.  Therefore the development of a MEMS-based deformable mirror in 
combination with various actuator technologies would be the next step to provide a wide range 
of applications within the Space Science and Earth Science Enterprises. 
 
D. FINANCIAL STATUS                 

The total funding for this task was $125,000, all of which has been expended. 

 
E. PERSONNEL               
 

Yoshikazu Hishinuma (384) has contributed to the demonstration of the concept.  
 

 
F. PUBLICATIONS                                 
 

[1] E. H. Yang and D. Wiberg, “A wafer-level transfer of membranes in 
semiconductor processing, 10/005,765 US Patent Pending 
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[2] E. H. Yang and D. V. Wiberg "A wafer-scale membrane transfer process for the 
fabrication of optical quality, large continuous membranes," IEEE/ASME Journal 
of Microelectromechanical Systems Oct. 2003.  To be published. 

 
G. REFERENCES                                                                                   
 

[1] R. Dekany, S. Padin, E. H. Yang and M. Troy, "Advanced Segmented Silicon 
Space Telescopes (ASSiST)," SPIE International symposium on Astronomical 
Telescopes and Instrumentation, Adaptive Optical System Technologies II, 22-28 
August 2002, Waikoloa, Hawaii, USA. 

 
[2] M. A. Ealey and J. F. Washeba, “Continuous face sheet low voltage deformable 

mirrors,” Optical Eng., (29) p.1191, Oct. 1990. 
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(b) 
 

Figure 1: Wafer-scale transfer-fabricated corrugated polysilicon membrane actuator.  (a) Cross-
sectional schematic and corresponding SEM micrograph of the electrostatic actuator 
configuration for the corrugated membrane. (b) Deflection characteristics of a single membrane 
actuator. 
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Figure 2: A 10-cm-diameter silicon mirror membrane was successfully transferred from an SOI 
carrier wafer to a substrate wafer.  (a) Photograph of the wafer-scale transferred silicon mirror 
membrane. (b) Patterned sector of the silicon mirror membrane for high-order “local” surface 
figure characterization. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Average power spectral density (PSD) plots.  The PSD plot obtained from the 
transferred membrane is almost identical to that from a typical silicon wafer, showing excellent 
surface quality.   The transferred mirror membrane is essentially a replica of the carrier wafer in 
terms of surface quality.  (a) PSD plot for a transferred silicon membrane.  (b) PSD plot for a 
polished typical silicon wafer. 
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SINGLE MODE SEMICONDUCTOR LASERS FOR LIDAR AND OTHER NASA 
APPLICATIONS  

 
Interim or Final Report 

 
JPL Task 1023  

 
Kamjou Mansour, Section 384 

Alexander Ksendzov, Section 346 
 

A. OBJECTIVES 
 

The challenge of making narrow-linewidth semiconductor lasers in the 2-µm region can 
be met with two distinct approaches.  One is to emulate the communications industry, i.e. make 
distributed feedback (DFB) or Distributed Bragg Reflector (DBR) lasers.  Making DFB or DBR 
lasers requires re-growth of semiconducting layers on top of an etched grating – a difficult 
process that has to be learned anew when shifting from communication wavelengths to the 2-µm 
region.  On the other hand, the hybrid technique explored here requires only a simple Fabri-Perot 
gain medium.  But there is a trade-off – the hybrid technique requires that the external feedback 
element is low-loss, has a mode profile close to that of the gain medium, and that the gain chip is 
precisely aligned to the external feedback element.   

While we have previously demonstrated the technique to satisfy the latter requirement [1, 
2], the ability to satisfy the first two requirements needs to be explored.  In this work we have set 
out to demonstrate low-loss waveguides for external feedback, and to produce designs for 
external waveguides providing a good match to the mode profile of a gain chip.   

 
B. PROGRESS AND RESULTS 

Measurement of loss in waveguides 
There are several well-known techniques for measuring the waveguide loss.  One is to 

acquire an image of the scattered light from the waveguide in top view using a camera, and use it 
to determine the light extinction from the point of entrance toward the exit.  This technique was 
rejected since there are no cameras sensitive enough in the 2-µm range.   

Another technique, the so-called “cut off” method, is based on using a series of 
waveguides of different lengths.  Measured transmittance of these waveguides is compared to 
elucidate the waveguide loss.  In our case, the waveguide mode has an oblong shape which is 
difficult to emulate with a fiber or a microscope objective, so the coupling losses would 
dominate the transmittance measurements.   

We chose to use the ring-resonator transmittance to measure the loss.  Its main advantage 
is its relative insensitivity to the coupling efficiency.  The schematic representation of the ring 
structure is shown in Figure 1.  For the waveguide, we have used SixNy core and SiO2 cladding 
materials grown by PECVD.  The waveguide fabrication is described in detail in Refs. 1 and 2.   

It is well known that the spectral transmittance curves of a ring resonator can be used to 
measure losses.  The difficulty in our case is the absence of a source with variable wavelength.  
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We have overcome this difficulty in the following way.  The expression for the resonator 
transmittance is [3]:  
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where R is the fraction of energy left in the input waveguide after the crossover region, A 
is the waveguide loss per turn, and δ is the roundtrip phase change of the light wave.   

The latter can be expressed as δ = 2πλ/L, where λ is the wavelength of light and L is the 
length of the ring.  When cast in this form, it is apparent that the transmittance spectrum can be 
measured either by scanning the wavelength or by varying the ring length.  The latter can be 
accomplished by heating or cooling the ring-resonator chip.  We assembled a setup that provided 
temperature control for the ring-resonator chip, as well as a means of coupling 2.05-µm radiation 
of a single-mode DFB laser in and out of the resonator.  The result of a measurement is depicted 
in Figure 2.   

To interpret these data, we have used the expression (1) to derive a 2-dimensional map of 
finesse and coupling as functions of loss in the ring and cross coupling.  Such a map is shown in 
Figure 3.  For single-tap rings, such as shown in Figure 1, there are two possible solutions for the 
contrast.  Therefore the value of cross coupling and loss derived from the measurement carries an 
ambiguity.  The two crosses in Figure 3 denote the two possible solutions.  Note that both of 
these solutions correspond to losses of less than 2 dB/revolution.  Given the ring geometry with 
1-mm radius and 200-µm coupling regions, this translates to less than 2 dB/cm loss.  We believe 
that some of the loss is due to the racetrack geometry of the ring, whereby the transition from the 
straight coupling region into the curve results in additional loss.  Even if this is not the case, the 
loss is quite acceptable.  We plan to use 3-mm-long gratings, so the round-trip loss will be only 
1.2 dB.   

Gain chip to external grating coupling 
To facilitate the efficient coupling of light between the gain chip and the external grating 

element, the modes of the two components need to be similar.  The one-dimensional coupling 
efficiency (we are concerned here solely with the mode shape) can be expressed as an overlap 
integral [4]:  
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where Ei and Eg are the (field) mode profiles of the gain chip and the external waveguide 
respectively.  The expression (2) should be used along both horizontal and vertical directions to 
find the total coupling efficiency.  The general scheme is as follows: first, measure far-field 
profiles of the existing gain chips, find the dimensions of the Gaussian modes that produced 
them, and finally, design waveguides with good overlaps with the found modes.  The assumption 
of Gaussian profiles for the gain-chip modes is somewhat arbitrary [4], but it makes the problem 
immediately tractable.   

We have assembled the far-field measurement setup using two rotational stages.  The 
detector was mounted on the arm that executes motion along true azimuthal and inclination 
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angles around the emitting facet of the gain chip.  We have chosen this simple optical layout 
because, unlike other setups, it contains no curved optical surfaces and therefore does not depend 
on precise focusing or collimation alignment for precision measurement.   

We have had two kinds of gain chips available: InGaAsP- and InGaSb-based devices.  A 
3-dimensional representation of the far-field intensity for the InGaAsP chip is shown in Figure 4.   

To derive the mode size that generated such a far-field profile, we have fit the horizontal 
and vertical cross sections of these data to Gaussian line shapes.  The 2-dimensional data and the 
fit results are shown in Figures 5 and 6.  The parameter w represents the width of the profiles in 
degrees.  The corresponding width dm of the (Gaussian) gain chip mode is found using the 
following relationship:  

)tan(
2

wk
dm = ,         (3) 

where k is the wavevector of light, and w is the angular divergence of the beam.  In Table 1, we 
summarize the measurements of the mode profiles for the existing gain chips.   
Table 1.  Measured mode sizes for existing gain chips and overlap integrals with the “best design” external 
waveguide.   

 InGaAsP InGaSb 

 vert. 
section  

hor. 
section 

vert. 
section  

hor. 
section 

measured dm 1.18 µm 2.36 µm 0.56 µm 3.8 µm 

overlap with external waveguide 0.92 0.92 0.9 0.62 

overlap x*y 0.84 0.56 

 

Using these data, we started to design the waveguides, using materials available to us at 
the Microdevices Laboratory at JPL.  In order to reproduce the high vertical divergence, we used 
the SixNy/SiO2 combination, since it provides the highest index contrast between the core and 
the cladding.  The waveguide cross section is shown in Figure 7.  The refractive indexes were 
obtained using spectroscopic ellipsometry.   

The highest vertical divergence was achieved at h=0.28 µm.  This provided the overlap 
with the vertical mode profile of InGaAsP gain chip of 0.92.  The best fit to the horizontal mode 
profile was achieved for the ridge width of 2.5 µm and the etch depth d of 0.13 µm resulting in 
an overlap of 0.92.  A better match was precluded by the appearance of the second mode.  The 
total overlap was 0.84, corresponding to a 1.75-dB roundtrip loss at the interface.  The best fit 
achieved for the InGaSb chip was 5 dB roundtrip.  The results are summarized in Table 1.   

 
C. SIGNIFICANCE OF RESULTS 

 

To prove the feasibility of the hybrid approach to 2-µm narrow-linewidth lasers, we have 
studied the optical loss in SixNy/SiO2 PECVD waveguides and designed waveguides exhibiting 
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good overlaps with the existing gain chips.  We found that the optical loss in our waveguides is 
less than 2 dB/cm, while the roundtrip coupling loss at the interface with the gain chip can be as 
low as 1.75 dB.  Using a 3-mm-long external grating, we can achieve a total 2.95-dB roundtrip 
loss.  This compares favorably with conventional DBR lasers [5] and proves viability of the 
hybrid approach to fabricating narrow-linewidth lasers in the 2-µm spectral range.   

 
D. FINANCIAL STATUS                 

 

The total funding for this task was $98,000 all of which has been expended. 

 
E. PERSONNEL               

 

No other personnel were involved. 

 

F. PUBLICATIONS                                 
   

None. 
 
G. REFERENCES   
                                                                                 

[1] A. Ksendzov, K. Mansour. "Hybrid fabrication of single frequency semiconductor 
lasers",  Electronics Letters 38 pp. 1536-1537 (2002) 

 
[2] A. Ksendzov, K. Mansour. "Hybrid single mode lasers fabricated using 

Si/SiO2/SiON micromachined platforms", SPIE paper 4987-24 (2003).   
 

[3] D. Rafizadeh, J.P Zang, R.C Tiberio, and S.T. Ho.  "Propagation loss 
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Lett., 5 pp. 99-101 (1992).  

 
[5] "Diode lasers and photonic integrated circuits" by L.A. Couldrin, S.W. Corzine (J. 
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Figure 1.  (A) The waveguide cross section.  (B) The ring resonator layout.  The racetrack shape was necessary to 
facilitate strong (0.1 or more) coupling between the straight waveguide and the ring.   
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Figure 2.  Measurement of loss in a ring resonator.  The finesse and contrast parameters are shown in the insert. 
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Figure 3.  Two-dimensional map of finesse (“horizontal” lines) and contrast (lines converging toward the origin) vs. 
loss and coupling.  Crosses mark the two possible solutions for the ring measurement pictured in Fig. 2.  Both 
solutions correspond to better than 2 dB/cm loss (see text).   
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Figure 4.  Three-dimensional representation of the far-field intensity recorded from InGaAsP-based gain chip. 

 
Figure 5.  Horizontal and vertical cross sections of the far-field intensity recorded from InGaAsP-based gain chip. 

 
Figure 6.  Horizontal and vertical cross sections of far-field intensity recorded from InGaSb-based gain chip. 
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Figure 7.  The external feedback element waveguide profile.   
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HIGH-PRECISION, LOW-COST OPTICAL READOUT SYSTEM FOR  
SPACE-BORNE GRAVITATIONAL REFERENCE SENSORS 

 
Interim Report 

 
JPL Task MU1065 

 
Dr. Robert E. Spero, Interferometry Metrology and Optics Section (3834), 

Jet Propulsion Laboratory 
 

Professor Robert L. Byer, Dept. of Applied Physics, 
Dr. David S. Lauben, Hansen Experimental Physics Laboratory, 

Graham S. Allen, Dept. of  Applied Physics, 
Faruq R. Sabur, Dept. of Aeronautics and Astronautics, Stanford University 

 
A. OBJECTIVES 
 

There are several current and proposed space missions such as LISA, MAXIM and others 
which will require that freely-floating proof masses act as gravitational reference sensors, with 
non-gravitational disturbances minimized. One potential source of acceleration noise is the 
position readout system for the sensor.  Such a system should combine high sensitivity with low 
added stiffness and cross-coupling effects. Capacitive readout techniques are widely used for 
achieving nanometer position sensitivity. However, the impressed electrostatic field introduces 
destabilizing negative stiffness and undesired cross-coupling of residual proof mass motion 
between non-sensitive and sensitive axes.  Optical sensing is an alternative which in principal 
can offer advantages over capacitive sensing: picometer/√Hz resolution at 1 Hz and below, near-
zero added stiffness and cross-coupling, insensitivity to electromagnetic interference, and 
detector thermal dissipation removed from proximity to the proof mass and housing.  

 
The objective of this study is to investigate robust, low-cost, precision optical sensing for 

space use. The design concept is based on previous work at Stanford on a classic tracking 
Michelson interferometer with a quadrant-photodiode autocollimator. In his thesis Allen [1] 
demonstrated several key results, including successful operation with a spherical surface, using a 
suitable mode-matching lens, good sensitivity using a tiny amount (~ 3 µW) of light, and an 
interferometer noise floor around 0.1 nm/√ Hz below 100 mHz.  The design concept provides up 
to 6-degree-of-freedom readout adaptable to spherical, cylindrical or faceted proof mass shapes. 
Our design uses a graded-index (GRIN) lens fiber interferometer/autocollimator and takes 
advantage of inexpensive off-the-shelf optical components originally developed for fiber 
communications systems that are adaptable for space.  Gray, et al [2] demonstrated that a simple 
tracking Michelson interferometer could achieve performance better than 10-13 m/√Hz at 
frequencies as low as 6 Hz.  Li, et al [3] demonstrated construction of a fiber interferometer 
using a broadband source while Chen, et al [4] have demonstrated Michelson fiber 
accelerometers with bandwidths of 5-500 Hz.  Our objective is to combine Gray’s tracking 
Michelson interferometer with fiber interferometer technology to create a system capable of 10-10 
m/√Hz over a range of up to 5 µm, at frequencies below 1 Hz.  The system is designed to have 
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the sensor head placed approximately 3 cm from the proof mass.  A similarly placed 
autocollimator will be used to measure surface orientation to better than 10-7 rad. 

 
Rather than use free-space optics, which are sensitive to alignment, the majority of the 

optical path is contained in optical fiber.  GRIN lenses are attached to the ends of the fiber to 
covert the propagating fiber mode into a collimated beam suitable for reflecting off a proof mass 
and traveling back down the optical fiber.  A mirror mounted on a piezo-electric actuator 
provides the reference surface.  This tracking mirror allows the interferometer to operate over a 
range of up to 5 µm without the need for fringe counting.  By using a custom-designed GRIN 
lens, it is possible to mode-match into an arbitrary surface such as a spherical proof-mass.  We 
chose a commercially available, broadband, erbium-amplified, spontaneous-emission source 
which combines excellent power and wavelength stability with easy matching to fiber optic 
components. 

 
Since each interferometer requires less than 1 mW of optical power, it is possible to run 

several interferometers or auto-collimators off a single source.  As shown in Figure 1, the main 
body of the interferometer is formed from a 3dB (50/50) coupler which takes the place of a beam 
splitter in a free-space Michelson interferometer.  The sensing arm measures the side of a 
reference test mass.  The reference arm is composed of a flat mirror mounted on a piezo-electric 
actuator.  Both arms will use a GRIN lens collimator to generate a collimated beam between the 
optical fiber and the reference surface.  The PZTs are controlled by an analog feedback loop to 
keep the interferometer locked at the mid-fringe position. The error signal used to drive the PZTs 
is a measure of the proof-mass position.  In order to fully characterize the low-frequency 
performance of the system, 24-bit ADCs are used.  The assembled system is shown in Figure 2. 
 

The precision rotation measurement is made by a basic autocollimator design.  A GRIN 
lens from the ASE source is used to create a beam of collimated light for the system.  The light is 
propagated through a cube beamsplitter that has a 50/50 split at a 90-degree angle.  Half of the 
light is then reflected off of the polished surface of the test mass back to the beamsplitter, which 
directs the reflected light to a quad diode photodetector.  The rotation of the test mass is 
proportional to the position of the reflected light on the quad photodetector (figure 3).  The 
system uses commercial off-the-shelf parts and a few low-cost, custom-made parts.  Due to the 
fact that the collimated light beam diameter and the viewable surface of the quad detector are on 
the same order, a focusing lens with a 0.5-inch focal length is used to focus the light on the 
detector.  The readout circuit is placed on a vertical XY stage in order to calibrate the relative 
normal position of the cube in the center of the quad diode package.  The circuit has three 
outputs: vertical and horizontal positioning, and total power.  The readout circuit sums the two 
photodiodes on top and subtracts them from the sum of the bottom two diodes to determine the 
vertical position of the reflected light.  The horizontal position is determined in a similar fashion.  
When the output of both horizontal and vertical paths are zero, the light is in the center of the 
quad diode package.  The total power of all four quadrants is used to normalize the results in post 
processing.  Figure 4 shows the actual system with test mass and readout circuit. 
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B. PROGRESS AND RESULTS 
 

1. Low-Frequency Position-Sensing Results 
 

The position-sensing interferometers, control electronics and data-acquisition 
software are fully working.  All three interferometers are operational and work reliably in 
tabletop tests.  Figure 5 presents initial tabletop test results for position sensing.  The noise floor 
is higher than expected, but this is probably due to the sensitivity of the optical fiber to vibration 
and thermal stresses.  The nature of the coupling of environmental noise is under investigation. 

 
2. Precision Rotational Measurement System Results 
 

Figure 6 presents results from the initial zero-calibration study, in the form of the 
amplitude spectral density of the vertical- and horizontal-position data normalized against the 
total power.  This experiment measures the long-term stability of the system when the reflected 
light is centered on the quad detector.  The results show the maximum sensitivity to angular 
movement.  The required sensitivity for the ST7 project is 1 µRad/√Hz at a frequency of 1 mHz.  
Therefore the desired value for this system is 0.1 µRad/√Hz.  The results from this test are at the 
noise floor for the tests on this day, ~1 µRad/√Hz.  Electronic-noise results of ~1 µRad/√Hz were 
measured separately and will be improved with better quad diode readout electronics. 
 
C. SIGNIFICANCE OF RESULTS 
 

In the 3-month period of performance, this study demonstrated initial results for both 
low-frequency position measurement and precision rotation measurement.  These results indicate 
that the expected performance in optical readout is achievable. For the next period, we plan to 
construct a fiber-optic interferometer made of polarization-maintaining optical fiber to improve 
the interferometer contrast.  Also, alternative techniques for packaging and routing the fibers are 
under investigation to hopefully reduce the noise floor of the fiber interferometer to a level 
equivalent to a free-space interferometer, thereby demonstrating the equivalence of the two 
systems.   

 
Currently the autocollimator is in a two-piece configuration, with the quad detector and 

readout circuit mounted separately from the rest of the system.  This arrangement allows the two 
parts of the system to drift independently.  A custom mechanical housing system is being 
designed to hold all pieces of the system in one rigid body, making drift common-mode.  The 
readout circuit will be split into two sections.  A small pre-amplification circuit will be placed in 
the housing, while the processing portion of the circuit will be taken away from the measurement 
area.  Improvements in the electronics will also show the true performance of the system.  With 
these improvements, it is believed that the system will go from 1 order of magnitude of desired 
performance to better than an order of 10 below the desired sensitivity.   Finally, we will 
augment an existing 3-degree-of-freedom capacitive-readout test-stand with these optical 
systems to provide three axes of translation readout, plus two of rotation.  This system will 
implement a tracking Michelson/autocollimator as shown in Figure 7.  The final product will be 
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the instrumented GRS Test-stand, along with test results comparing the capacitive and tracking 
Michelson/autocollimator sensor measurements.  
 
D. FINANCIAL STATUS                 

 
The total funding for this task was $139,700 of which $37,827 has been expended.  
 

E. PERSONNEL               
 

No other personnel were involved. 
 
F. PUBLICATIONS AND PRESENTATIONS                                 
 

[1] Graham Allen, “Fiber Interferometers for Low Frequency Position Sensing,” 
Presentation to Robert Spero, Stanford University, October 1, 2003, 
http://lisa.stanford.edu/DRDF/DRDF-ReferenceMetrology-101103.pdf. 

 
[2] Faruq, Sabur, “Precision Rotational Measurement System,” Presentation to 

Robert Spero, Stanford University, October 1, 2003, 
http://lisa.stanford.edu/DRDF/DRDF-presentation2.pdf. 
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Figure 1:  Position-sensing optical system layout.  Only one interferometer is shown for clarity. 

 

 
Figure 2:  Position-sensing optical system layout.  

 

 
Figure 3:  Precision rotation-measurement optical system block diagram. 
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Figure 4:  Precision rotation-measurement optical system layout and quad diode readout electronics.   

 
Figure 5:  Total position-sensing system noise.  The blocked arm signal represents an interferometer with one 
arm blocked, which removes all interference effects, but still shows the effect of mirror tilt and other possible 
fiber changes.   

 
Figure 6:  Precision rotation measurement results for zero-calibration run. 
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Figure 7: ST7 3-DOF test-stand instrumented for optical readout with two autocollimators and three 
position-measurement interferometers. 
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MOBILE BIOCHEMICAL PRESENCE SURVEY INSTRUMENT 
 

  
Final Report 

 
JPL Task 1009 

 
Arthur L. Lane, Planetary & Life Detection (322) 

Frank D. Carsey, Earth Sciences (324) 
Pamela G. Conrad, Planetary & Life Detection (322) 
Mark Wadsworth, (was 387, now other employment) 

Michael Storrie-Lombardi, (was 367, now other employment) 
 
 
 
A. OBJECTIVES 
 

The search for evidence of water, ancient and extant, as well as for any hint of 
biological activity on Mars, represents one of the greatest pursuits and challenges of our 
present epoch as mankind begins the hunt for non-terrestrial life processes in the 
universe. On Earth, in the deep Antarctic lakes at Vostok and South Pole; at Europa and 
Callisto; and on cometary/asteroidal bodies; the paramount need is to rapidly detect and 
identify the presence of both organic material and lifelike replication processes. A 
powerful search strategy is required and UV fluorescence techniques are a proven 
approach to detecting a large, significant segment of these molecular and cellular 
structures.  Many of the instruments presently under development for bio-signature 
detection require sampling from very small regions (typically less than a few mm square) 
and many utilize reagent consumables. Most of those measurements require some type of 
sample preparation and have cycle times of many minutes to hours. Even those that are 
surface or coring-residue analyzers have long measurement times for very small sampling 
areas. The life-detection strategy that was developed within the JPL Center for Life 
Detection suggested that the first step should be a rapid, large-area-coverage detection 
scheme for potentially interesting targets that would be further examined by higher-
definition, more quantitative instruments once a worthwhile site was located. (Find the 
haystack before beginning to look for the needle.) 

 
This two-year research-and-development effort focused on the maturing and 

utilization of the UV-fluorescence approach for biochemical detection by advancing 
several specific component technologies and demonstrating their worthiness in laboratory 
and field-survey conditions. The specific tasks undertaken were: 
 

1. Conceive and prototype a quite small, fast-response UV-Visible-light 
fluorescence imager that could rapidly determine the presence of organic material 
in rock or dust (for Mars) and the presence of spores or bacteria in a water-ice 
matrix (for Lake Vostok, Europa-like bodies, and possibly Mars polar-cap 
regions). 



 

 40

2. Advance the state of development of the 224 nm hollow cathode laser, and 
demonstrate its application as a unique light source for excitation of biochemical 
materials. Work towards a small laser unit (30% size reduction from 35 cm length 
to around 25 cm), retaining adequate lifetime and source flux levels. Incorporate 
the laser into at least one field application as a demonstration test. 

3. Advance the state of the Hybrid Imaging Technology detector to enable a very 
low-power (<150 mW vs. 2+W current CCD requirements), addressing-specific 
imager that would satisfy both spectroscopic and imaging-detector requirements 
that would arise as a consequence of the instrument concept and development 
effort. 

4. Test one or more instrument prototypes in field studies that attempted to address 
specific scientific questions and would adequately demonstrate the utility of the 
UV fluorescence approaches proposed for future flight missions. 
  

 
B. PROGRESS AND RESULTS 
 

1. Science Data 
 
 Within this specific DRDF study, no real science data were generated. The task 
was focused on the development of instrument concepts, advancing several component 
technologies, and on preparation of instrumentation packages that could be tested in the 
field under the auspices of other programs for validity of concepts and operational 
usefulness. Within the sponsorship of those other programs (ASTEP and ASTID), 
science data have been and are being generated. That work will be published under those 
programs. 
 

2. Other Results 
 

UV Fluorescence Studies  
Delays in acquiring a HIT (Hybrid Imaging Technology) array detector led us to 

use a series of bandpass-filtered photomultipliers (PMTs) to achieve the detection 
capability we required for instrument development and testing. An example of the first of 
these instruments is shown in figure 1. This is the first assembly of the 224-nm UV 
hollow cathode laser with a four-PMT detection system. The outer skin of the instrument 
has been removed to show the interior construction with the four PMT detectors and their 
attached bandpass filters, the laser tube and its gas reservoir, and the interface and control 
electronics. All this fits within the 4.0-inch-diameter outer skin. The laser power supply is 
the lavender-colored box that also controls the laser firing repetition rate and discharge 
voltage. The laptop provides command and control, as well as a data-received 
presentation. The instrument was calibrated in the laboratory against known 
concentrations of benzene, toluene and xylenes to determine the system sensitivity and 
reproducibility. It could determine the presence of these chemicals to < 100 ppb in nano-
pure water. The calibration was performed in a baked (500°C), clean, pyrex closed-loop 
pump system, utilizing magnetic stirring. The pump is shown in figure 2a, and with the 
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instrument looking into a dye in the water for testing complete laser absorption (figure 
2b). 

 

 
Figure 1. The first 224-nm laser 4-channel fluorimeter. Instrument is 10 cm in diameter 
and 110 cm long, weighing about 14 kg. It was designed to fit inside pollution test wells 
at Edwards Air Force Base. 

 

 
  Fig 2a. The water circulation pump for calibration of instrument fluorescence response. 
  Fig 2b. The instrument over the calibration test fluid, with a red dye added for visibility. 
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The instrument was successfully deployed twice at Edwards Air Force Base, and 
demonstrated that it could detect sub-ppm concentrations of BTEX materials in the 
groundwater wells.  The fluorescence signatures were strong and measurements were 
accomplished in 30 to 120 seconds. 
The second instrument concept developed was the multi-channel deep-UV fluorimeter 
McDUF2 that improved upon the initial instrument by efforts to eliminate the external 
high-voltage power supply and to provide a more quantitative knowledge of the intensity 
of the UV-emission light pulses.  Within the envelope of size and power limitations 
imposed by a realistic planetary in situ flight mission, it was not possible to shrink the 
laser power supply to the desired volume and power consumption, while retaining pulse 
rates of 100 to 200 Hz and a discharge time duration of ~100 µs.  When pulse rate was 
reduced to 1-5 Hz, the power supply and its controller functions were reduced to the size 
of a small printed-circuit card, and could be fit within a 10-cm instrument shell. The 
average power consumption also dropped to around 1 W.  This new configuration 
enabled a self-contained instrument with no external boxes.  The new driver boards were 
designed by Photon Systems, Inc. and tested by them to prove their capability.  The intent 
was to test the new McDUF2 instrument in the same pollution wells as before at Edwards 
Air Force Base, CA (EAFB), but that program ended before we could complete a new 
instrument build. Designs were finished to enable a 9-cm-diameter probe of <1m length, 
but the fabrication could not be completed without a new program to support that 
development. 
 

An opportunity arose to take the work on McDUF2 and finish a new instrument 
when James Cameron invited JPL to join his 3-D IMAX film team in exploring a set of 
hydrothermal vents in the East Pacific Rise off the west coast of Mexico and Guatemala. 
That configuration, very much like McDUF2 but “hardened” to endure multiple cycles in 
deep ocean water to 4500 m, was built and tested. After solving a few problems with the 
optical quartz crystal windows, which suffered crack formation by drum-head 
deformation of the window-mount flange, the instrument, McDUVE (Multi-channel 
Deep UV Vent Experiment), successfully passed all imposed tests and dove to 2600, 
2500 and 2000 m when attached to the Russian MIR 1 submersible. 
 

Figure 3 shows the block diagram for the McDUVE instrument. The laser 
emission is monitored for intensity and stability on every pulse, and an internal channel 
monitors the electronic drift (if any) on the fluorimeter board that contains the sensitive 
integrating capacitors that provide charge storage from the PMT signal chain. The data 
system resided on a laptop inside the submersible, with command, control and data 
viewing under the immediate control of the scientist using the instrument.  A wide range 
of measurements were performed on those three dives to three different sites; the 
instrument performed extremely well and the data acquired are now being analyzed for 
publication. 
 

Figure 4 shows McDUVE attached to the port manipulator arm of MIR 1. This 
attachment method enabled the instrument to be pointed to a variety of targets and 
geometries in front of the MIR, where the scientist and the MIR pilot could observe the 
measurement configuration and placement.  The PMTs in McDUVE are extremely 
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sensitive. The best measurements at the hydrothermal vent chimneys, of the bio-mats that 
formed around the sea floor near the chimney and the biomaterial in the water column, 
were all performed with all lights out on the MIR and the viewing windows covered to 
prevent small amounts of scattered light from interfering with those measurements. 
 
 
 

 
Figure 3.  The block diagram of the McDUVE instrument. The entire instrument was 
mounted on a “sled” that fit within the 11.5-cm internal diameter of the 6Al4V titanium 
housing. The pressure shell was 12.5 cm in outer diameter and 1 m long. It weighed 
about 35 kg full assembled. 
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Figure 4. The front of MIR 1 with the McDUVE instrument on the right side of the 
picture (MIR port) and the Cameron 3-D IMAX camera on the left side (MIR starboard). 
The scientist is behind the viewport nearest McDUVE. 

 
While the deep-water McDUVE was in development, the dry-land version was 

being designed and built as part of an ASTEP grant to Dr. Pan Conrad. This instrument 
used the same principles developed in this DRDF, but the application to examine rocks 
and surfaces led to a convergent beam design where the laser illumination spot was 
focused to be 5 to 8 cm below the instrument and each of the PMTs looked inwardly at 
this beam location.  This geometry provided enhanced sensitivity for close-by objects.  
The advances in control and high-voltage electronics enabled the instrument to shrink 
significantly in overall size; it is now slightly bigger than a shoebox and weighs less than 
10 kg. Figure 5 shows this version of McDUVE during its first field test on the salt beds 
in Death Valley, CA. 
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Figure 5. McDUVE examining green bacteria in the salt beds at Bad Water in Death 
Valley, CA.  
 
 

The work of improving McDUVE for dry-land field work will continue under the 
auspices of the ASTEP program. 
 

The HIT development will continue under a two-year MIDP grant to A. Lane. It is 
anticipated that a new silicon foundry run will be finished in mid-spring 2004, and that 
HIT detectors will be available for characterization during the summer of 2004. When a 
full-up HIT camera is assembled and characterized, that imaging sensor will be tested for 
performance capability as a fluorescence imager and as a spectrograph detector for future 
fluorescence instruments. 
 
 
 
C. SIGNIFICANCE OF RESULTS 
 

This task developed two of the critical components required to assemble several 
versions of UV-fluorescence instruments for the detection of biochemicals and 
organisms. The team proved that not only was UV fluorescence a powerful tool with 
great low-concentration sensitivity, but also that small, low-power, yet very capable 
instruments could be conceived, prototyped and deployed in field conditions for 
important science measurements. The concepts developed in this DRDF enabled a 
“solicited” proposal (MIOPA) to be presented to the Mars Exploration Rover project for 
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an inexpensive add-on to the deployment-arm-mounted microscopic imager. 
Unfortunately, although NASA HQ was very interested and there was sufficient time to 
build and test the add-on hardware, NASA decided not to proceed with the development. 
The MIOPA proposal provided the basis for future work and furthered the concepts for 
utilization of UV fluorescence as a biochemical survey instrument. The work is directly 
applicable to the 2009 Mars Science Laboratory rover mission requirements, and an 
improved concept based upon this work will be submitted in response to the soon-to-be-
released Announcement of Opportunity for science investigations. 

 
The results indicate that a low-power Hollow Cathode Laser operating at either 

224 or 248 nm can be fabricated and operated in a long-duration pulsed mode (~100 µs 
on time) at a few-Hz rate with a power consumption of < 1 watt. Laser tube size can also 
be reduced in length from about 35 cm to around 25 cm and still maintain a useful 
lifetime of greater than several million pulses (more than enough for a 2-year active-
duration in situ mission). The laser wavelengths chosen in the UV enable strong 
excitation coupling and bright fluorescence emissions for the classes of polycyclic 
aromatics that are found in SNC meteorites believed to have a Martian origin. These 
types of chemical compounds are among the most likely degradation products of organic 
biomaterials (and perhaps among the most stable) and should be present on Mars if there 
were development of biosynthesis during parts of Mars’ evolutionary history. The 
wavelengths of fluorescence observed with excitation at 224 nm permit detection and 
ring-complexity separation for one-, two-, three-, four- and five-member aromatic rings. 
Other heterocyclic ring structures incorporating either nitrogen or oxygen also have 
fluorescence signatures when activated by 224-nm light; but they have discernibly 
different fluorescent spectral patterns. 

 
The HIT detector development did not proceed as well as anticipated or planned. 

A number of problems arose with the vendors providing the CCD basic silicon structures, 
and one silicon foundry that performed very well in earlier, initial test runs prior to this 
DRDF was not able to continue supporting our small, fractional-lot fabrication requests. 
The designs for the on-chip amplifiers and signal-chain-driver electronics were 
completed and await fabrication runs.  Because of the fabrication issues at the foundries 
and the per-lot fabrication costs of $200-to-300K, we did not have sufficient funding for 
our own run, nor were we able to find a shared-cost activity with some other fabrication 
customer during the time this proposal was active. (The HIT studies performed during 
this DRDF and during a FY’03 R&TD task enabled a NASA MIDP proposal to be 
funded; that proposal has found a shared-fabrication-run sponsor and we expect to see 
our first special run chips in the late-May 2004 timeframe. The HIT development of a 
prototype flight detector will continue under that MIDP award.) 

 
The UV-fluorescence instrument concepts matured into two field instruments 

performing in vastly different domains: water & ice, and surface-material investigations. 
 
One instrument was developed for examination of biochemical signatures in deep-

water and deep-ice environments.  It was deployed in its first configuration in support of 
a groundwater pollution study at EAFB. The instrument demonstrated the ability to detect 
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BTEX pollutants in water (benzene, toluene, ethyl benzene and xylene; all single-phenyl-
ring chemicals) over the range from 400+ ppm down to ~100 ppb, with a measurement 
time of a few seconds. The measurements were performed in situ in the EAFB wells. 
That instrument was not optimized for that specific task; simple modification should 
drive the detection limit down to around 10 ppb in water. From what was learned during 
this effort, a second instrument (the James Cameron instrument, McDUVE) was 
developed for deployment to deep hydrothermal vents to study possible emission of 
biomaterials directly from the vents. This task was funded by a different program, still 
under the auspices of the Chief Scientist, but used the results of the development efforts 
funded by this specific task. The McDUVE instrument successfully operated at 2600-m 
depth (~260 bars) and appears to have detected biomaterial emanating from the throats of 
several vents along the East Pacific Rise and in the Guaymas Basin at 2000-m depth. A 
simple modification of McDUVE will enable it to explore the bottoms of deep, hot-water 
drilled boreholes in glaciers and ice sheets. A deployment in Antarctica is under study. 

 
The second instrument developed from the concepts and approaches of this 

DRDF task utilizes a focused-zone interrogation approach in which the deep-UV laser 
and the sensing PMTs all view a common spot very close to the instrument. It has been 
fabricated under a different NASA task, but once again, almost all the principles, 
concepts and component testing were derived from this DRDF. This second instrument, 
now being deployed in the field for astrobiology studies in geological settings, has great 
near-field sensitivity – into the femto- and atto-molar-concentration range for certain 
classes of biochemical molecules, and into the range of tens of biological cells.  The 
instrumental concept will be developed to propose as an instrument for the Mars ’09 
Science Laboratory. 
 
 
D. FINANCIAL STATUS                 

The total funding for this task was $244,400, all of which has been expended. 

 
E. PERSONNEL               
 

In addition to the PI and the listed Co-Investigators, Rohit Bhartia contributed 
significantly to the success of the fluorescence-instrument development. He assisted in a 
number of the calibration efforts, developed almost all of the software and processing 
code, and was an active participant in a number of the field tests. 

 
Significant hardware-design support came from Photon Systems, Inc., which was 

part of the EAFB and ASTEP tasks. 
 
F. PUBLICATIONS                                 
 

None. 
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LONGEVITY OF LIFE PART 1:  DEVELOPMENT OF A BACTERIAL SPORE 
LIVE/DEAD ASSAY  

 
Final Report 

 
JPL Task 1014  

 
Adrian Ponce, Section 384 

 
 
A. OBJECTIVES 
 

Bacterial spores (endospores) are the most durable form of life, and are produced by 
some microorganisms during adverse environmental conditions.  They remain in a dormant state 
and exhibit no detectable metabolism until conditions become more favorable for vegetative 
growth.  During dormancy, endospores enjoy increased resistance to heat, UV and gamma 
radiation, extreme desiccation and oxidizing agents [1-3].  The objective of this work was to 
demonstrate a novel method for quantifying both total concentrations and the viable fractions of 
bacterial spores (i.e., endospores), which we call the endospore viability assay (EVA).  EVA was 
developed at JPL for the validation of spacecraft bioburden reduction.   

 
 
B. PROGRESS AND RESULTS 
 

It was found that (1) the endospore viability assay can be correlated to traditional 
microbiology methods of direct microscopic enumeration and culturing methodologies, and (2) 
endospore viability can be determined for endospores embedded in soils, using anion 
chromatography.  We have obtained sea-sediment samples from our colleagues at the U. Rhode 
Island. The breakdown is shown below: 

 
(1) The  Endospore Viability Assay (EVA) allows us  to determine the fraction of the 

total endospores in a sample that is able to germinate.  Germination, the process through which 
an endospore goes to again form colonies and reproduce, takes place in several stages. During 
the first, DPA is released from the spore into solution [1].  This is the step on which the EVA 
depends.  That DPA is then able to bind to Tb3+ ions in the solution and subsequently fluoresce 
brightly under excitation; this fluorescence intensity is measured and correlated to a 
concentration of spores.  Following germination, the entire sample is autoclaved to lyse the 
remaining spores.  This frees the DPA from the spores that were unable to germinate, i.e., that 
were not viable.  This fluorescence intensity is then measured, and a corresponding concentration 
is found.  By knowing the amount of spores that germinated and knowing the total number of 
spores, it is possible to divide the two numbers and obtain a ratio that indicates the fraction of the 
total spores that were viable.   
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To validate the EVA and align it with standard methods of determining endospore 
viability, we worked to gather EVA data from a sample and compare it to current, “gold-
standard” methods.  These include using the number of colony-forming units (CFUs) to gather a 
count of the viable spores and using direct enumeration under a microscope (DEM) to obtain a 
total number.  This gives a ratio that indicates the fraction viable under those conditions.  This 
can be and was compared to the fraction viable under the EVA.  This process was repeated 
multiple times for different spore concentrations.  We have found that, though through plating 
spores, only around 6% give rise to colonies, a very large fraction is viable enough to undergo 
stage-one germination and release DPA (see Figure 1.  This means that for all the assays that use 
simple CFU formation to check sterilization, they miss up to 80% of the spores that are capable 
of germinating.  These spores, though they may not immediately form colonies, can still produce 
a vegetative cell that is able to cause damage [1].  Because of this, the EVA may be greatly 
useful in preventing contamination — it is over ten times more sensitive than the current method.   
 
 In order to accurately determine the concentration of spores to get a precise ratio, it was 
necessary to correlate fluorescence intensity to concentration, using known concentrations.  A 
serial dilution was run, beginning with an initial, high concentration of lysed spores.  Since 10 
mM L-alanine was used to induce germination, and 100 µM Tb3+ was used to complex with 
DPA, both of these were in solution during the dilution, which was run at 37° C.  This is the 
temperature at which the germination was run, as well as the temperature at which fluorescence 
intensities for germinated and lysed spores were measured, for it is the optimal germination 
temperature for Bacillus subtilis, the spores that were used.  This dilution gave rise to an 
equation which, with relatively good accuracy, allowed us to correlate intensity to concentration: 
y = 0.0202* x.9767 with R2 = 0.9952 (see Figure 2, y representing fluorescence intensity at 543.5 
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Figure 1  Correlation between % viable using the EVA compared to using standard methods of CFU
formation vs. DEM.  You can see that there is a large disparity between the 2 figures, illustrating the
need for a quantitative EVA in sterilization procedures.  Shown with error bars at +/- 1 standard error,
based on 9 data points for each concentration and each series.   
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nm in counts per second (cps) and x representing the concentration of spores in spores per 
milliliter (sp/ml).  Using this formula, we were able to attain precise concentrations for a given 
intensity and determine with more accuracy the ratio of viable-to-total spores. 
 
 Initially, microwave radiation at 140° C and constant pressure was used to lyse the 
spores.  While this does successfully burst the thick spore coat, it also alters the Tb-DPA 
complex, which is undesirable.  We found that the microwave radiation has destructive, catalytic 
effects on the Tb-DPA complex that forms in water.  After being exposed to eight minutes of 
microwaves, the intensity of the complex is reduced to around 50% of its original intensity.  
After subsequent microwaves, the intensity remains the same.  This is only an issue with the 
complex; when microwaved individually and then combined, the intensity is constant.  
Additionally, in water, 1 mM Tb3+, which is concentrated enough to fluoresce weakly, maintains 
its intensity even after multiple microwaves.  This data was then compared to intensities 
following autoclaving, where the samples were subjected to the same heat and pressures but 
were not exposed to the microwaves.  These did not decrease after being heated; instead, they 
remained constant.  This leads to the conclusion that the degradation of the Tb-DPA complex is 
catalyzed strictly by microwaves, not by heat or pressure  The microwaves, which would rotate 
the highly polarized Tb-DPA molecules rapidly in order to raise the temperature, could generate 
“hot pockets” near some of the molecules where the local temperature would be much higher 
than the average temperature of the solution.  This extreme temperature could catalyze the 
decomposition of the compound.  Another possible explanation for this degradation is that the 
rapid rotation of the huge Tb-DPA molecules could lead to shearing of the molecule, where it 
simply breaks apart because of the huge centrifugal force [3,4].  Either hypothesis is plausible; it 
will require careful examination of the products of this degradation through other analytic 
methods to determine the process.  The same effects were found using Eu3+, another lanthanide 
that couples with DPA to fluoresce brightly, which suggests that it is not just typical of Tb3+ but 
would happen with all lanthanides when complexed with DPA.  
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Figure 2  Established relation between released DPA from spores and intensity at 543.5 nm.  Equation
was determined by a Best-Fit trend line.   
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(2) These results came about because of our initial use of the microwave to lyse 
spores.  Upon these discoveries, we have been using the autoclave—it is evident that in water, 
the autoclave has no effect upon the Tb-DPA complex.  The microwave-catalyzed degradation 
could be responsible for a loss in sensitivity of the EVA and inconsistent results.  Now, we can 
avoid these problems and troubleshoot other aspects.  For instance, when we attempted to dope 
sand and soil with spores, trying to see Tb-DPA fluorescence in complex media, we found that 
there was too much in the sample to allow the fluorescence at 543.5 nm to stand out (see Figure 
4.)  We began using Ion Chromatography (IC) to quantify the DPA in complex media such as 
sand or soil; this allows us to study these media in terms of spores that might be present.  We can 
see the signature of DPA in the conductance charts, and by integrating the peak, can establish a 
concentration.  This will give us another method of quantifying viability, and will be useful when 
examining solutions not composed strictly of water or glycerol. 
 

Primary validation of the EVA with standard methods has been accomplished.  Further 
validation, using IC as a third set of data, is in order.  Once this has been accomplished, we will 
begin to look at interesting samples such as sea sediments and ice cores.  We will then be able to 
make conclusions about endospores in places where life was thought to be impossible, like the 
bottom of the ocean.  Ice cores, drilled from the Antarctic, provide a reliable depth-to-age 
correlation.  Determining viability of endospores in the ice at different depths and establishing a 
viability-decay curve over time would allow us to quantitatively state how long an endospore can 
remain viable, i.e., its maximum age.  This has many implications, for if it is long enough, it 
could be extended to searching for life outside of Earth -- on Mars, for instance.  Establishing a 
rapid, quantitative method for determining endospore viability, our EVA has widespread 
applications.  From this, we would learn about nature’s most primitive and resilient form of life, 
enhancing our knowledge immensely of the world in which we live.  
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Figure 3 Rather than the characteristic Tb3+ emission spectrum, the emission spectra in soil have 
such high absorbance and background fluorescence due to other compounds in the soil that it is 
impossible to see that Tb, let alone Tb-DPA, are in solution.  This indicates that the fluorescence 
method of quantifying DPA will not work in complex media.   
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   Figure 4 Ion Chromatography shows the 
standard retention time of DPA (a and b), 
obtained by running standard solutions of 1 mM 
DPA and 100 µM DPA.  This retention time is 
slightly altered depending on concentration, for 
you can see how the peak time shifts.  
Integrating these peaks would give a standard 
correlation between area of the peak and 
concentration, which would then be used to 
obtain concentrations of the DPA released from 
spores.  The DPA signature is quite visible 
when 107 sp/ml are lysed in water (c) and 
complex media such as dirt and sand (d and e, 
respectively).     
 
 
 
 
 

a) b)

c) 

e)

d)
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C. SIGNIFICANCE OF RESULTS 
 

This task developed an endospore viability assay capable of determining the viable 
fraction of bacterial spores in environmental samples.  This novel assay will be used in future 
studies to determine the viability of the toughest form of life, the endospore, in the most extreme 
environments on Earth.  In addition, we will develop instrumentation for automated EVA 
measurements with an eye on searching for the chemical signature of endospores in Martian 
polar ice caps. 
 
D. FINANCIAL STATUS                 

The total funding for this task was $185,100 all of which has been expended. 

 
E. PERSONNEL               
 

No other JPL personnel were involved. 
 
F. PUBLICATIONS                                 

We have two peer-reviewed publications in preparation on (1) the validation of the 
endospore viability assay, and (2) the microwave-induced degradation of DPA in the 
presence of lanthanides. 
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NOVEL NON-DESTRUCTIVE MICROWAVE EXTRACTION OF ORGANIC 

MOLECULES FROM ROCK AND SOIL SAMPLES 
 

Final Report 
 

JPL Task 1022 
 

Luther W. Beegle, Instrument Development and Spectroscopy Research Element (3264) 
Isik Kanik, Instrument Development and Spectroscopy Research Element (3264) 

Nasser Budraa, Instrument Development and Spectroscopy Research Element (3264) 
 
A. OBJECTIVES 
 

Accurate in situ analysis of astrobiologically important chemical compounds from 
planetary rocks and soils is strongly dependent on the ability to extract appropriate materials 
from such samples. In studying the chemical composition of any planetary sample, the most 
scientifically interesting part of that sample might be inside of it, underneath a protective outer 
surface. Currently, volatile extraction is limited to the sampling of the surface of a rock or soil 
via conductive heating or laser ablation. However, in situ analysis of rock or soil samples for 
organic molecules would be significantly enhanced by sampling the rock interior, not just 
its surface.  

 
Cryptoendolithic microorganisms have been demonstrated to survive in the very hostile 

dry valleys of Antarctic deserts. They accomplish this by finding protected environments inside 
rocks, where they grow between the rock crystals (Friedman 1982). Protected by a few cm of a 
rock from UV radiation and harsh temperatures of their external environment, they flourish in 
environments that may be analogous to ones which may have existed on the Martian surface. 
This makes rock interiors a prime spot to look for trace elements and microfossils as evidence of 
extinct Martian life.  

 
The conventional conductive heating method is perhaps the most straightforward of 

techniques currently available for use by a landed spacecraft. However, it has three major 
shortcomings: inefficient heating, slow response time and high power loss. Similarly, laser 
ablation, to extract volatiles from soil/rock samples, is found to be inefficient since heating of the 
sample is limited to a small surface area and a very small penetration depth. Therefore, we 
propose to use microwave energy to extract compounds of interest (such as organic molecules) 
from the interiors of soil and rock samples. We present this technique (named the Microwave 
Enhanced Extraction Technique (MEET)) as a precision tool to selectively remove compounds 
of interest by volatilization. This process is useful in delivering controlled heating to the interior 
of a sample, where temperatures can range from just above room temperature (~30º C) to well 
over 1000º C. This technique simply offers the best chance to extract specimens from deep 
inside Martian soil and rock samples. Because microwave energy is deposited directly into the 
entire sample without the mediation of conductive heating, the microwave heating process is 
very efficient without an unnecessary power loss. The sample reaches its vaporization point very 
rapidly (Barnabas et al. 1995), and the extraction process is very energy-efficient (Lopez-Avila 
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et al. 1994). For example, it was reported that extraction of pesticides from soil using less than 1 
min of  microwave radiation was comparable to more than 1.5 hr of traditional heating, and the 
quality of the extracts was vastly superior (Granzler et al. 1986). 

 
The objective of our proposal was to demonstrate the feasibility of the MEET 

technique to sublimate trapped atmospheric gases, chemical species and especially organic 
molecules in soils that could help elucidate questions on Martian abiotic and biotic 
chemical evolution. Furthermore, we explored the utility of changing the frequency of radiation, 
attempting to raise the temperature of different species one at a time, and vaporizing them so 
they could be introduced into a mass spectrometer. Some preliminary experiments on a 
frequency-tuning approach have already been carried out here at JPL, where pure amino acid 
samples in a microwave cavity have been shown to sublimate at different frequencies. As shown 
in Fig 1., ~ 10 mg of proline (115 amu) sublimated within a few seconds at a frequency of 2.393 
GHz while ~ 10 mg of alanine (89 amu) sublimated at 2.407 GHz (both with <8 watts of total 
power). By frequency tuning other chemicals present, the host matrix is minimally heated, 
reducing the amount of heat energy needed.  

 
The proposed proof-of-concept laboratory study will focus on a) the utility of selectively 

extracting molecules of interest by choosing a discrete microwave wavelength that only 
sublimates certain compounds while ignoring the rest, and b) exploring and comparing different 
MEET procedures (with and without solvent added to the sample of interest). This work will 
dramatically decrease the power and mechanical complexity of sample introduction into a variety 
of instruments likely to be included on an in situ astrobiological mission to Mars.  
 
B. PROGRESS AND RESULTS 
 

In this abbreviated work we accomplished the following tasks: 
 
Construction of a new experimental setup. The original apparatus that was going to 

perform the experiments needed to be redesigned. Amino acids have a freezing point well above 
room temperature, and this resulted in the sublimated amino acids becoming deposited on the 
side of the quartz cell. By freezing out, they were not in the gas phase long enough to be 
analyzed by the mass spectrometer. A new experimental setup in which the mass spectrometer 
was placed right above the microwave chamber allowed enough amino acids to enter the mass 
spectrometer to be analyzed. The experimental schematic is shown in Fig 1. In addition, due to 
laboratory space requirements, the experiment was moved from 183-256 to its new and present 
home in 183-623. This required putting in a new fume hood which took several months to 
complete.  

 
Performed experiments on amino acids with discrete wavelengths. We confirmed the 

preliminary experimental results that amino acids could be sublimated at different microwave 
frequencies. We placed 100 mg of pure amino acid in the microwave cavity and flooded the 
cavity with discrete microwave frequencies. Fig 2 shows the difference in excitation frequencies 
for alanine and proline. Fig 3 shows the mass spectra of alanine at three different frequencies. 
The peaks at 49 amu and 61 amu are fragments of alanine (89 amu) due to the electron impact 
source on the mass spectrometer.  
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Preformed microwave extraction experiments on field samples. We studied a 

limestone sample, obtained from Wards Scientific, made primarily out of calcite, which is 
CaCO3. This was confirmed by x-ray diffraction spectroscopy (Beegle et a. 2004). Figure 4 
shows the spectra of limestone obtained by our quadrupole mass spectrometer at both 1 and 5 
watts. While no peaks were seen at 1 watt, at 5 watts of power, mass peaks are easily seen that 
correspond to CaCO3 and its fragmentation products. Furthermore, when alanine is added to the 
material it clearly can be sublimated as is shown in Figure 4. Our spectrometer, a Ferrin mass 
spectrometer, did not posses the resolution to clearly distinguish peaks, but a comparison of 
spectra of pure limestone and pure alanine, as well as a chemical analysis of the leftover sample, 
make it clear that both species were vaporized. What is not clear and needs further exploration is 
whether the fragmentation of the calcite takes place in the microwave extraction or due to the 
electron impact source.  
 
C. SIGNIFICANCE OF RESULTS 
 

The work on limestone seems to indicate that it is possible to sublimate mineral phases 
utilizing microwave radiation. However, when mixtures were introduced into the cavity, it made 
the mass spectrometer data hard to analyze. The mass spectrometer that we utilized did not have 
the resolution at mass > 50 amu to differentiate different species. Obtaining a different mass 
spectrometer for analysis is a must so that different species can be resolved.  

 
One very significant aspect of this DRDF task is that the work that was started here was 

submitted to the Astrobiology Science and Technology Instrument Development (ASTID) 
Program, and was awarded $650,000 over the next 3 years to continue this important work. 

 
D. FINANCIAL STATUS  

The total funding for this task was $40,000, all of which has been expended. 

 
E. PERSONNEL  
 

No other personnel were involved. 
 
F. PUBLICATIONS  
 
 None. 
 
G. REFERENCES  
 

[1] Beegle L.W., A. Tsapin, W. Abby, D. Dragoi, and I. Kanik Organic molecule 
extraction    from terrestrial sedimentary deposits using heat, H2O and HCl 
extraction. To be submitted to Astrobiology, January 2004 
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H. APPENDIX:   
 

NOVEL NON-DESTRUCTIVE MICROWAVE EXTRACTION OF ORGANIC 
MOLECULES FROM ROCK AND SOIL SAMPLES 

 
 
 
 
 
 

Fig 1. Schematic of the experimental setup. In the new setup, the mass spectrometer 
is directly outside of the microwave cavity. 
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Fig 2. Pressure vs microwave-cavity frequency for two amino acids, Proline (left) and 
Alanine (right), in the same microwave cavity along with structural diagrams. 
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Fig 3 The amino acid alanine was placed in the microwave cavity (see Fig 1.) and 
excited by various microwave frequencies. At 2.407 GHz, the alanine was most easily 
sublimated, while at different wavelengths less vaporized. This was a confirmation of 
our earlier results. 
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Fig 4. 3 different samples placed in the microwave cavity shown in Fig 1. Pure 
limestone, CaCO3, and its fragmentation patterns are clearly visible at 5 watts of 
power, while no signal is detected at 1 watt. When 1% alanine was in the 
microwave, the mass spectra identified both calcite and alanine which were 
vaporized and introduced into the mass spectrometer.  
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DEVELOPMENT OF SAMPLING TECHNIQUES FOR EXTRACTION OF AMINO 

ACIDS FROM GEOLOGICAL SAMPLES 
 

Interim or Final Report 
 

JPL Task 1032 
 

Gene McDonald, Astrobiology Research Element 3226 
 
 
A. OBJECTIVES 
 

These experiments were designed to simulate in a very simple manner a cartridge-type 
extraction of amino acids from granular soil-type material.  Two rock/soil simulants were used, 
ground ultrapure silica and JSC-1 Mars soil simulant (palagonite).  Both simulants were baked in 
air at 500ºC for 2 hr to remove any organic contamination.  In each experiment, approximately 1 
cm3 of soil simulant was spiked with a mixture containing racemic mixtures of several amino 
acids at concentrations of approximately 10-5 M.  The samples were dried under vacuum and 
then placed in a 5 ml plastic hypodermic syringe with a cotton plug at the bottom.  Ultrapure 
water was heated on a hot plate and the desired volume (either 2 or 4 ml) added to the syringe.  
The water was then pushed through the sample slowly over the time indicated (either 2.5 or 5 
min.).  The extract was collected in an Eppendorf tube and dried under vacuum, then 
resuspended in a smaller volume of water and analyzed using o-phthaldialdehyde/N-acetyl-L-
cysteine derivatization and HPLC separation [1]. 
 
B. PROGRESS AND RESULTS 
 

1. Science Data 
 
 Extraction from silica for 2.5 min. with a 2:1 water:rock ratio yielded only about 50% 
extraction efficiency.  However, an increase in extraction time to 5 min. yielded efficiencies 
comparable to standard laboratory procedure (100ºC, overnight).  An increase in the water:rock 
ratio to 4:1 did not improve extraction efficiency from silica significantly (Figure 1). 
 
 Extraction from palagonite is somewhat more problematic (Figure 2).  Even with 5 min. 
extraction and 4:1 water:rock ratio, extraction efficiencies remained at 20-60% relative to 
overnight extraction.  The acidic amino acids (aspartic acid, glutamic acid) show lower 
efficiencies than the others, probably due to ionic interactions with cations in the palagonite.  
Use of a high salt solution and a 10-3 M hydrochloric acid solution did not increase the extraction 
efficiency from palagonite. 
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C. SIGNIFICANCE OF RESULTS 
 

The increase in extraction time from 2.5 to 5 min. resulted in a modest increase in 
efficiency in most cases.  Further increase in extraction time should be pursued, with a modified 
apparatus that can keep the sample warm over the extraction time scale.  There will be a 
maximum practical extraction time for an in situ instrument, probably at least 15-30 min.  The 
water:rock ratio of 4:1 is probably about as high as can be reasonably achieved in situ, so the 
focus for now will be on increased extraction times. 
 
D. FINANCIAL STATUS                 

The total funding for this task was $50, 000, all of which has been expended. 

 
E. PERSONNEL               
 

No other personnel were involved. 
 
F. PUBLICATIONS                                 
 

None. 
 
G. REFERENCES                                                                                   
 

[1] K. L. F. Brinton, A. I. Tsapin, D. Gilichinsky and G. D. McDonald, “Aspartic 
acid racemization and age-depth relationships for organic carbon in Siberian 
permafrost”, Astrobiology 2, 77-82, 2002. 
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H. APPENDIX:  FIGURES     
   

 
 
Figure 1.  Extraction efficiency of amino acids from silica at various extraction times and 
water:sample volume ratios. 
 

 
   
Figure 2.  Extraction efficiency of amino acids from palagonite at various extraction 
times and water:sample volume ratios. 
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ASTROBIOLOGY SCIENCE COLLABORATION 
 

Interim Report 
 

JPL Task 1041 
 

Dr. Kimberly R. Kuhlman, In Situ Technology & Experiments Systems Section (384)  
Dr. Susanne Douglas, Astrobiology Element (322) 
Dr. David McKay, NASA Johnson Space Center 

 
A. OBJECTIVES 

 
The objective of this project is to strengthen the scientific research that supports the 

development of an in situ miniature Focused Ion Beam Secondary Ion Mass Spectrometer (FIB-
SIMS), which is supported for the first year of the Astrobiology Science and Technology 
Instrument Development (ASTID) program.  The first phase consists of a feasibility study of the 
potential of FIB-SIMS analysis of geobiological samples relevant to problems in astrobiology.  
We are looking for elemental ratios of specific elements (e.g. C, N, P, S and trace metals) in 
conjunction with high concentrations of Al and Si.  Potential biosignatures will be identified by 
anomalies in the relationships between these elements that are not predicted by chemistry or 
geology.  The second phase (recently funded by the ASTID program) consists of the 
development of standards for the materials to be analyzed since SIMS is highly dependent on 
standards due to matrix effects and surface topography.  The third phase will consist of the 
definition of a breadboard in situ miniature FIB-SIMS instrument. 

 
The current work supports the first and second phases by providing analyses of terrestrial 

samples of interest to astrobiology and standardized elemental analyses of these same samples.  
We have been investigating samples of rock varnish using the Environmental Scanning Electron 
Microscope (ESEM) with qualitative Energy Dispersive X-ray Spectroscopy (EDX) at JPL and 
Electron Probe Microanalysis (EPMA) at JSC.  In recent years, the study of rock varnish has 
become important to astrobiology for two reasons:  1) Rock varnish has been hypothesized to 
exist on Mars, based on images from the Viking landers and Mars Pathfinder [1, 2].  2) Rock 
varnish has been shown to grow in both hot and cold terrestrial deserts and semi-arid regions, 
and thus provides a potential Martian analog environment for microbial life.  Little is known 
about the mechanisms by which varnish is formed despite almost three decades of research 
employing both microanalytical and biological techniques [3,4]. 
 
B. PROGRESS AND RESULTS 
 

Samples of rock varnish from the Cima volcanic flows in the Mojave Desert and the 
Whipple Mountains south of Death Valley were collected and cut with a diamond saw to reveal a 
cross-section of the very thin varnish layer that has grown at the surface of the substrate.  Raw 
samples were used for ESEM analysis with qualitative EDX, and samples were sent to JSC for 
extensive preparation for EPMA. 
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1. Environmental Scanning Electron Microscopy 
 

This work is required to pre-identify regions of interest for FIB-SIMS analysis in terms of 
their composition and morphology at the micron scale.  This characterization is required since no 
analytical FIBs with SIMS capability are known to have the in situ SEM capability needed to 
identify these regions of interest.  Hopefully, this state of affairs will change in the near future 
through our discussions with the major FIB manufacturers.  The lack of this combination 
requires that the sample be milled while imaging and characterizing the surface, a process that 
damages the very features we wish to identify.  The ESEM is also ideally suited to the analysis 
of poorly conducting materials, due to the higher operating pressures available.  However, EDX 
is only a qualitative technique, requiring some care in interpretation of results. 

 
Dr. Susanne Douglas has used the ESEM with an energy-dispersive X-ray spectrometer 

(EDS) to characterize the composition and morphology of the layers in the rough-cut samples of 
rock varnish.  Layering was seen on the scale of several millimeters, including vesicles populated 
with chasmolithic bacteria (Figure 1).  Silica also appears to be deposited on the surfaces of these 
pores.  An EDX spectrum of the cells is compared with an EDX spectrum of the minerals in the 
sub-varnish region in Figure 2.  Some elements, such as C, Na, S, Cl are consistently present in 
the biological material but not in the host material.  In addition, tendril-like formations were 
observed on the surfaces of the varnish, that appeared to be the remains of upwelling of material 
from below the surface.  Similar features were seen during FIB analyses and were worn away by 
the ion beam to reveal cracks in the varnish (Figure 3).  This is a new observation and may 
indicate that the varnish is actually formed from processes occurring below the surface of the 
host rock.  Microcolonial fungi in various states of mineralization were also observed (Figure 4). 

 

 
Figure 1. Backscattered electron image showing details of a typical “vesicle” in the porous 

region of the rock immediately underneath the varnish coating. Within the vesicle 
there are chains of chasmolithic bacterial cells (dark material—see especially just 
above the left side of the scale bar) and diverse crystalline mineral grains.  EDS 
analysis showed these minerals to be calcium phosphates (long needles) and 
Fe/Zn/Mn oxides (light grains). This chemistry contrasted sharply with that of the 
basalt substrate, which had inclusions of Fe oxides and Ba/Ce oxides. 
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Figure 2. EDS spectrum of cells vs. mineral of sub-varnish region as seen in Figure 2. Some 

elements, such as C, Na, S, Cl are consistently present in the biological material but 
not in the mineral. 

 
 

Figure 3. An ion-induced electron image of tendril-like features observed on the surface of rock 
varnish after damage by ion milling.  The arrow indicates an exposed crack under a 
“tendril”. 
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Figure 4. Partially mineralized microcolonial fungi observed on the surface of rock varnish. 

 
2. Electron Probe Microanalysis 
 

Dr. David McKay, NASA Johnson Space Center, has created petrographic thin cross-
sections of the varnish samples for analysis using quantitative EPMA.  These samples and the 
data obtained will be used in the currently funded ASTID for optical microscopy and 
determination of the extent to which the EDX on the ESEM is quantitative. These samples will 
also form the basis of standardized FIB-SIMS and time-of-flight SIMS (TOF-SIMS) analyses 
that will be conducted as part of the new ASTID work.  Example results of an EPMA analysis of 
varnish from the Cima volcanic flow are shown in Table 1.  An SEM image of this sample with 
corresponding Fe and Mn images are shown in Figure 5.  The spatial resolution of EPMA (like 
EDX) is limited to approximately 1 micron by the interaction volume of the electrons with the 
material. 

Table 1. An EPMA analysis of a varnish from the Cima volcanic flow. 
Component Mole 

Conc. 
Conc. Units   

Na2O 0.765 0.607 wt.%   
MgO 7.099 3.660 wt.%   
Al2O3 16.783 21.892 wt.%   
SiO2 46.524 35.762 wt.%   
P2O5 1.827 3.318 wt.%   
Cl 0.106 0.048 wt.%   
K2O 1.817 2.190 wt.%   
CaO 1.565 1.123 wt.%   
TiO2 2.640 2.697 wt.%   
MnO2 14.979 16.659 wt.%   
Fe2O3 5.895 12.043 wt.%   
 100.000 100.000 wt.% Total 
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 (a) (b)    (c) 
 
Figure 5. EPMA analysis of a polished cross-section of rock varnish from the Cima volcanic 

flow.  (a) SEM image, (b) Fe and (c) Mn.  A scale bar was not available at the time of 
this report.   

 
C. SIGNIFICANCE OF RESULTS 
 

Rock varnish is a thin coating (< 500 µm) composed of Mn, Fe and clay minerals that are 
ubiquitous in deserts [5] and believed by some to exist on Mars [1, 2].  Bacteria have been 
implicated in the formation of rock varnishes due to the dominance of Mn, but the mechanism of 
varnish growth remains poorly understood and highly controversial [6].  A recent study of 
varnish using environmental scanning electron microscopy (ESEM) reports rod-shaped objects 
within desert varnish with various degrees of degradation [7].  However, it is not clear whether 
the purported bacterium has a role in the formation of the varnish, or is merely encased in the 
varnish upon death.  Preservation of atmospheric signatures in rock varnish has recently been 
studied by Bao, et al. (2001) [8].  They concluded that rock varnishes or other surface deposits 
might provide a record of paleoclimatic information and sulfur biogeochemical cycles.  This 
could be useful for those within the scientific community who have an interest in understanding 
long-term climate variations. 

 
Our results indicate the possibility of a new mechanism for varnish formation.  The 

appearance of silica and microbes at relatively large distances under the varnished surface, along 
with the observation of “covered cracks” on the surface of the varnish, force us to consider the 
possibility that varnish is actually formed by the upwelling of dissolved species from below the 
surface of the substrate – a “bottom-up paradigm” that has not been considered before.  We have 
not solved the very complicated question of whether or not life is involved in the formation of 
rock varnish, but we have shown that microbes can exist well below the surface in this extreme, 
Mars-like environment.  When coupled with our ongoing work on the identification and 
characterization of the metagenome found within varnishes, and correlation of the submicron 
structure and composition of varnish with dust records found in ice cores (proposed NSF project 
currently in review), these results and samples will be invaluable in directing future work as well 
as providing standardized samples for analysis in both the FIB-SIMS and TOF-SIMS. 

 
D. FINANCIAL STATUS 
 

The total funding for this task was $50,000, of which $42,000 has been expended. 
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E. PERSONNEL 
 

Dr. Robert Anderson (JPL 322) also participated in this work. 
 
F. PUBLICATIONS 
 

[1] Kuhlman, K. R., M. T. La Duc, G. M. Kuhlman, R. C. Anderson, D. A. 
Newcombe, W. Fusco, T. Steucker, L. Allenbach, C. Ball, and R. L. Crawford 
(2003) “Preliminary Characterization of a Microbial Community of Rock Varnish 
from Death Valley, California, ” Third International Mars Polar Science and 
Exploration Conference, Abstract #8057, Poster Presentation. 
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STUDY OF THE OLDEST ANIMAL FOSSILS WITH COMPUTER TOMOGRAPHY 
 

Interim or Final Report 
 

JPL Task 1044 
 

PI, Alexandre Tsapin, Astrobiology Element, Section 3220 
Co-I, David Bottjer, University of Southern California 

 
 
A. OBJECTIVES 
 

The chances of finding extant life on Mars or any other place in the solar system are 
probably very slim. However, the consensus among the astrobiological community is that extinct 
life probably can be found. Many scientists feel very enthusiastic about the existence of life on 
ancient Mars. However, in this case we will have to deal with very ancient fossils. Given our 
terrestrial field experience we can expect that fossils will be located inside rocks, and will not be 
visible from the outside of rock samples. Methods that are capable of detecting fossil forms of 
life inside opaque material will be very crucial for the success of such endeavors. 

 
In our proposal, we suggested developing a protocol for obtaining 3-dimensional images 

of small animal fossils embedded in rock matrix. As a result, we will develop a capability to 
build a digital library of 3-dimensional images using the non-invasive XCT (X-ray Computed 
Tomography) method, bringing the study of such important fossils to the next level.  
 
B. PROGRESS AND RESULTS 
 

1. Science Data 
 

We developed a protocol for dissolution of part of a mineralogical matrix without 
damaging fossils we were interested in, and after that we scanned on a desk-top XCT several 
hundreds of samples to collect enough information to build a library of 3-D images of these 
ancient fossils. We were able to find several dozens of undamaged samples, and achieved the 
first-ever 3-D images of the most ancient animals. Using software that had been developed by 
Rohit Bhartia in our group, we were able to create an interactive 3-D animation of fossils. This 
technique allows one to look at objects from different angles, and also provides data on relative 
density profiles inside samples.  

 
Analysis of images showed that, in many cases, we imaged a cell’s division at different 

stages. This also proves that we have dealt with small prokaryotes going through different stages 
of ontogenesis.  
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2. Other Results 
 
After collecting a library with 3-D images of the most ancient animals discovered so far, 
we tried to analyze isolated fossils for the presence of preserved biomarkers. In these 
preliminary experiments, we discovered that fossils contained amino and fatty acids that 
have been preserved for 590 million years. That observation will be used for submitting 
another proposal to investigate the possibility of amino- and fatty-acid preservation in 
rocks through geological times. 
 

C. SIGNIFICANCE OF RESULTS 
 

This task developed a new method for the visualization of ancient fossils inside of a 
geological matrix, isolated from phosphorites in Doushantuo formation. This method can be 
applied to imaging fossils in opaque environments (like rocks, soil, etc.) in terrestrial and 
extraterrestrial samples. 
 

The results indicate that fossils could be preserved and imaged even after being deposited 
several hundred million years ago. We provided evidence that phosphorite deposits could protect 
biomarkers, such as amino and fatty acids, from destruction for geological times. That will help 
astrobiologists and paleontologists to choose the most promising geological formations for fossil 
hunting.  
 
D. FINANCIAL STATUS                 

The total funding for this task was $50,000 all of which has been expended. 

 
E. PERSONNEL               
 

No other personnel were involved. 
 
F. PUBLICATIONS                                 
  

[1] Tsapin, D. Bottjer, Study of the Oldest Animal Fossils with Computer 
Tomography, will be presented on GSA meeting, Seattle, November 2003 

 
We plan to submit papers to Nature and Journal of Paleontology describing our data. 
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H. APPENDIX:                                                           
 
IMAGES OF FIRST ANIMALS FROM DOUSHANTUO FORMATION 

 
Fig. 1. Cross-section of ancient embryo during division. 
 

 
Fig. 2. 3-D image of an ancient embryo – division was not completed 



 



 

 75

MINERALOGICAL BIOSIGNATURES IN BIOFILMS: A LABORATORY STUDY OF 
THEIR FORMATION AND CHARACTERISTICS 

 
Final Report 

 
JPL Task 1046 

 
Dr. Susanne Douglas, JPL Astrobiology Research Element, Section 3226 

Dr. Dianne K. Newman, Assistant Professor of Geobiology, California Institute of Technology 
 
A. OBJECTIVES 
 

Overall Goal: To characterize mineralogical biosignatures of bacteria that interact with 
Fe-bearing biominerals in the context of life-detection studies on Mars. 
 

Specific Objectives of This Study 
• To explore the formation of bacterial-mineral aggregates in biofilms growing on Fe 

substrates. 
• To investigate whether distinct types of minerals are distinguishable in a mixed-species 

biofilm, and whether these types are traceable to the metabolic type of the species that 
caused their formation. 

 
 
B. PROGRESS AND RESULTS 
 

A biofilm in its simplest form is a consortium of microbial cells within a gel-like matrix 
of extracellular polymers (EPS) formed by the cells. At its most complex, it is a multi-species 
entity best described as a microbial community. It consists not only of living and dead cells, but 
parts of cells, extracellular polymers, metabolic by-products, and minerals. The degree of 
mineralization can vary markedly, and where the proportion of mineral is high in relation to the 
organic material, the entity is often known as a microbialite (Douglas and Beveridge, 1998). 
Microbialites, over geological time, become lithified and pass into the geological record as 
structures referred to as stromatolites, within which the microbial cells can be preserved as 
microfossils. The formation of microfossils has been studied, especially for silicious and 
carbonaceous mineralogical matrices. However, the formation of microfossils in metal oxide 
deposits has been little studied. Yet, in metal oxides, microbial communities also exist and 
mediate the deposition of minerals. Can this activity lead to the deposition of mineralogical 
biosignatures which will persist in the geological record of Earth and possibly Mars?  
 
We were interested in finding out if the metabolic influence of bacteria could be reflected in the 
types of minerals deposited in a dual-species biofilm in the laboratory. The resulting data was 
compared to that from natural biofilms formed on similar surfaces (steel) immersed in natural 
marine water. 
 
The main premise of our study was that not only the elemental composition of a mineral but also 
its form could serve as a biosignature. One of the most well-studied biogenic mineral classes is 
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that of Fe-containing minerals, especially the sulfides and the oxides/oxy-hydroxides, a class of 
minerals which also appears to be widespread on Mars. In order to test this hypothesis, and also 
to gain some insight into the phenomenon of mineralization in mixed-species microbial biofilms 
or microbial communities, we grew two types of bacteria as biofilms on steel, first separately and 
then together. These were Desulfovibrio desulfuricans G20, a sulfate-reducing bacterium, and 
Shewanella oneidensis MR1, a Fe-reducing bacterial species. Both are natural inhabitants of soils 
and groundwaters. 
 

Since Fe is known to be plentiful in the Martian regoltih, it is important to add knowledge 
of Fe biominerals -- their formation, morphology, and depositional patterns -- to our expanding 
database of mineralogical biosignatures in order to help guide future efforts in extraterrestrial 
“bioprospecting.” 
 

One of the best systems for studying this is that of steel corrosion. Natural passivation of 
the steel surface results in the oxidation of Fe metal to Fe3+-containing oxides, which are present 
as a ferric-oxide coating on the steel surface, generally as magnetite (Fe3O4) and haematite 
(Fe2O3). The ferric oxyhydroxides lepidocrocite (γFeO(OH) ) and ferrihydrite ( Fe (OH)3) have 
also been identified in these protective layers on  carbon steel (Little et al., 1997) and thus serve 
as analogues for naturally present minerals. 
 

When grown separately, each type of bacterium produced characteristic types of 
minerals, reflective of the metabolically-induced alterations in geochemical conditions brought 
about by the life processes of the bacteria. Desulfovibrio desulfuricans G20 is a sulfate-reducing 
bacterial  (SRB) species. It gains energy by removing electrons from reduced organic molecules 
such as acetate and pyruvate, shunting them through an electron transport chain and using sulfate 
as the final electron acceptor according to the following general equation: 
 
2(CH2O) + SO4

2-                       H2S  + 2CO2 + 2OH- 
 

H2S quickly dissociates to 2H+ (protons) and S2-(sulfide). The sulfide has a strong affinity 
for metal ions and, in our biofilms, complexed with Fe2+ released from the steel through 
bacterially-induced electrochemical processes. However, not enough Fe was released to complex 
all the available sulfur. As a result, some of the sulfide was partially re-oxidized, leading to the 
formation of colloidal sulfur spheres (Douglas and Douglas, 2000) in addition to the more 
abundant Fe-S precipitates formed (Figure 1 A,B,C). The hydroxyl ions released by the reaction 
likely associated with protons to form water. 
 

MR1, the Fe-reducing bacterial species, uses Fe3+ in the oxide minerals on the steel 
surface as an electron acceptor for its electron transport chain, making the presence of oxidized 
Fe essential for energy production by the cells. This activity results in the formation of ferrous 
oxide minerals which are deposited as microcrystallites on the cell surfaces. This was seen in our 
samples (Figure 1, C and D) and served as an identifying feature of the MR1 cells in the mixed 
biofilm setting. The banana-shaped cells of G20 and their associated granular Fe-S and spherical 
S precipitates were also clearly distinguishable in the mixed biofilm. Thus we had morphological 
and chemical evidence for metabolic diversity as reflected in the characteristics of the minerals 
associated with the bacteria (Figure 2 A,B). 
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Environmental Scanning Electron Microscope (ESEM) images of natural marine biofilms 

growing on steel showed how complex a natural biofilm can be (Figure 2 C,D). The images 
show chains of cells of various shapes, covered in EPS and associated with minerals of similar 
appearance of to those in the laboratory biofilms.  Energy-Dispersive X-ray Spectrometer (EDS)-
analysis of these minerals showed that they were composed of essentially the same elements as 
those in the laboratory biofilms (data not shown). 
 
C. SIGNIFICANCE OF RESULTS 
 

This task developed a laboratory system for studying the effects of bacterial biofilms 
upon metal surfaces. In addition, we learned that specific mineral types formed by bacteria can 
be distinguished from one another and attributed to the metabolic type of bacterium which 
mediated their formation. Lastly, this study makes a contribution to our growing biosignature 
database, of which inorganic biosignatures are a vital part, as they have the greatest chance of 
maintaining a recognizable form over geological time periods.  
 
D. FINANCIAL STATUS                 

The total funding for this task was $56,300 all of which has been expended. 

 
E. PERSONNEL               
 

No other personnel were involved. 
 
F. PUBLICATIONS                                 
 

[1] A.K. Lee, M. Buehler, and D.K. Newman. (in review) "Influence of a dual-
species biofilm on  the corrosion of mild steel"  Journal of Corrosion Science. 

 
[2] M. Buehler, A.K. Lee, and D.K. Newman. (in review) "A new electrochemical 

model used to analyze microbial corrosion" Journal of Corrosion Science. 
 
G. REFERENCES                                                                                   
 

[1] B.J. Little, P.A. Wagner, and Z. Lewandowski. 1997. “Spatial relationships 
between bacteria and minerals. Reviews in Mineralogy 35:123-160. 

 
[2] S. Douglas and D.D. Douglas. 2000. “ESEM studies of colloidal sulfur deposition 

in a natural microbial community from a cold sulfide spring near Ancaster, 
Ontario, Canada.” Geomicrobiology Journal 17:275-289. 

 
[3] S. Douglas and T.J. Beveridge. 1998. “Mineral formation by bacteria in natural 

microbial communities.” FEMS Microbial Ecology FEMS Microbiology Ecology 
26:79-88. 
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  Figure 1: (A and B) ESEM images showing 
details of the Desulfovibrio desulfuricans G20 
biofilm on steel and the minerals formed by the 
organisms. Image (A) gives an overview of the 
biofilm structure, showing the cell-EPS matrix 
(darker areas) and the mineral precipitates (light 
areas). Channels in the biofilm (arrows) are also 
visible and these are important for transfer of 
liquids/nutrients throughout the biofilm. The inset 
at bottom right gives a close up view of the 
closely packed, banana-shaped cells. Scale 
bars = 50 µm (main image) and 5 µm (inset). 
Image (B) gives a detailed view of the two types 
of mineral precipitates found in association with 
the G20 biofilms. The more prevalent clumped 
granular precipitate is composed of Fe and S in 
almost equal proportions and may coat 
individual cells, although it generally seems to 
be present as an amorphous form embedded 
within the EPS matrix. The spheres (inset) are 
composed of elemental sulfur and are not found 
in close association with cells, implying that they 
are abiotically precipitated. Scale bars = 10 µm 
(main image) and 2  µm (inset). 
(C) Spectrum from Energy-Dispersive X-ray 
Spectrometer (EDS) showing the three main 
mineral types formed by the cells in the 
laboratory system. Desulfovibrio desulfuricans 
G20 formed Fe- and S-containing minerals (blue 
line) as a result of their release of H2S and its 
reaction with Fe2+ released from the steel by 
bacterially-induced corrosion (see the main text 
for details). In contrast, Shewanella oneidensis 
MR1 needs to interact directly with the steel 
substrate in order to release the Fe2+ needed for 
cellular energy. As a consequence, the cells 
themselves are covered by mineral precipitates 
(ESEM image, D) which consist of Fe oxides 
(red line in EDS spectrum). In the G20 culture, 
the yellow line corresponds to analysis of the 
spheres found in association with the G20 
culture. Bars = 10 µm (main image D) and 1 µm 
(inset). 
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Figure 2: (A) ESEM image of dual-species biofilm. When both types of bacteria were grown together, they each 
expressed their characteristic mineralization in the biofilm, making the presence of these two different species 
recognizable and distinguishable. The granular FeS precipitates and colloidal sulfur spheres typical of the 
sulfate-reducing bacterial (G20) biofilms are visible. The arrows point to cells which have the characteristic 
banana shape of Desulfovibrio desulfuricans G20. Bar = 10 µm. In the lower image (B) of another area in the 
same biofilm, Fe oxide-coated cells of Shewanella oneidensis MR1 (arrows) are enclosed within EPS. Bar = 10 
µm. 
(C) and (D) These ESEM images show natural marine biofilms on steel. There is a significant variety of 
microbial types present, as shown by the diversity of shape and size of the cells (arrows). The cells are often 
accompanied by and coated in mineral grains (lighter, granular particles in the images). In addition, the cells are 
coated by a layer of extracellular polymeric substance (EPS) which helps them trap nutrients, avoid desiccation, 
and avoid predation. EPS is a general feature of biofilms and is very similar in composition and characteristics to 
the mucus we produce ourselves. The EPS layer is also a very important structural component of a microbial 
community such as a biofilm but can only be visualized by special electron microscopic techniques (i.e., 
environmental scanning electron microscopy). Most of the material seen in these images would have been lost 
during sample preparation for conventional electron microscopy. Thus, JPL’s ESEM facility represents a core 
capability for obtaining realistic insights into the spatial organization of natural microbial communities. 
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AN ANALYTICAL PROTOCOL FOR CONSTRUCTING AXIAL TOMOGRAMS WITH 
MULTIPLE SPECTRAL DATA: EVAPORATING BASINS AS A MODEL 

 
Interim Report 

 
JPL Task 1048 

 
Rohit Bhartia, Astrobiology Element (326) 

Dawn Sumners, Department of Geology (UC-Davis) 
 
 
A. OBJECTIVES 
 

We proposed to use Death Valley as the environmental analog for a formerly wet 
environment on Mars. This area is an evaporated lake which created fields of evaporite minerals 
that are colonized with layered biological communities. The organisms are most abundant near 
the last-remaining saline water pools at Badwater.  Just under the white salt-crust layer, a 
photosynthetic community resides throughout the year. 

 
From Badwater, Death Valley, CA, we were to further our understanding of the 

biological and mineral interactions, utilizing merged datasets from X-ray Computed 
Tomography (XCT) and Neutron Computed Tomography (NCT) and wrap 2D spectroscopy 
upon the tomographic data. 
 
B. PROGRESS AND RESULTS 
 

At this point of the data analysis, detailed conclusions cannot be made until the NCT data 
can be acquired. However, simply analyzing the XCT data does provide some mineralogical 
information about the samples collected. The data were collected using a Skyscan ™ microXCT 
scanner with X-ray energies up to100kV. The data processing from spiral tomographs to 2D data 
was performed with the Skyscan™ bundled software package. The 3D rendering was done using 
a proprietary software package, “Matrix: 3D rendering.” False color was added using Adobe 
Photoshop© 7.  

 
The XCT data show three distinct density features in the samples from the upper surface 

of the evaporate fields.  Determining the relative density of each feature is possible when the 
aluminum co-registration balls and the surrounding air are used as constraints. Aluminum oxide 
(Al2O3) has a density of 3.97g/ml. Gypsum (CaSO4) and Halite (NaCl) densities are 2.5g/ml and 
2.3g/ml respectively. Thus a 35% density variation between gypsum and aluminum and an 8% 
variation between gypsum and halite should be seen when looking at the pixel intensities in the 
XCT images. The measured variation in pixel values, representative of density, was 35% 
between the Aluminum balls (densest feature) and the less-dense material, and 10% between the 
latter and the least-dense feature, which indicates that the two unknown features seen are most 
likely gypsum (CaSO4),  and halite (NaCl). This correlates to data which shows halite/gypsum 
and no potential borax in this region (ref. 1). The 2% error between the expected density 
variation and observed variation is most likely due to image processing, and can be minimized if 
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the data is not compressed from 16-bit images to 8 bits, a product of the 3D image manipulation. 
The addition of other known constraints would also reduce the error.  

 
The addition of the NCT data will provide tomographic data that can be overlain upon the 

XCT data to indicate where in the halite/gypsum sample the biology resides. At present, what 
can be shown are the locations where the two mineral species are found (Figure 1).  
 
C. SIGNIFICANCE OF RESULTS 
 

This task has thus far developed a method that utilizes an XCT to evaluate the mineral 
makeup of a sample via density variation.  Additionally, it enables an observer to understand 
where the minerals are in relationship with other minerals in a sample.  
 

The results indicate that the addition of the NCT data should provide an understanding of 
the biological relationship with the mineral composition seen with the XCT. This relationship 
will provide a method by which the structural biosignatures can be maintained and used to 
determine subsequent testing by more destructive methods.  
 
D. FINANCIAL STATUS  
                

The total funding for this task was $50,000.  
The budget allocated for JPL expenditures have been spent. 
Presently, $9500 remains in the contract (#1247959) sent to UC-Davis. The contract has 
been approved for a  no-cost extension, where the work will be completed no later than 
January 31, 2004.  

 
E. PERSONNEL               
 

No other personnel were involved. 
 
F. PUBLICATIONS                                 
 

None. 
 
G. REFERENCES                                                                                   
 

[1] Susanne Douglas, “Mineral Biosignatures in Evaporites: Presence of Rosickytite 
in ednoevporitic Microbial Community from Death Valley, California” Geology, 
v. 30, no 2, Geological Society of America, December 2002, p 1075-1078.   

 

 

 

 



 

 83

H. APPENDIX:  FIGURE(S) 
 

 
 
FIGURE 1. Transparent 3D image from “Matrix: 3D rendering” software package of a 

sample from the upper surface of the evaporate fields at Badwater in Death Valley. The image is 
an overlay of the densities representative of gypsum + aluminum and the densities representative 
of halite. The densest material is colored yellow and indicates where Al balls are. The reason for 
the hint of purple and green on the balls is that a beam-hardening artifact gives the impression of 
a low-density material on the sides closest to the sample.  The white/grey color is indicative of 
gypsum on the exterior surface; the purple-colored features are also gypsum but show that these 
features are in the interior. Halite is represented in green and is mostly found on the surface 
areas. The sample is about 2.5cm3. 
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SURVIVAL OF MICROORGANISMS ISOLATED FROM SPACECRAFT AND 
ASSEMBLY FACILITIES UNDER SIMULATED MARTIAN ENVIRONMENTS 

 
Interim Report 

 
JPL Task 1057 

 
Kasthuri J. Venkateswaran, Science & Technology Development Section (3544) 

David Newcombe, Science & Technology Development Section (3544) 
Andrew Schuerger, Dynamac Corp.; Kennedy Space Center 

Peter Smith, Department of Planetary Science, University of Arizona 
 
A. OBJECTIVES 

During the Viking missions, both landers were terminally heat-sterilized to assure that 
terrestrial microorganisms would not contaminate the life-detection experiments.  However, the 
cost of designing and assembling the Viking landers was increased dramatically due to this 
requirement (NRC, 1997).  The Planetary Protection protocols for the Mars Exploration Rovers 
(MER) did not require that the MER rovers be heat-sterilized prior to launch.  Instead, NASA 
relied on a series of sequential sterilization steps to maintain the cleanliness of the MER vehicles 
(http://mars03-lib.jpl.nasa.gov/).  The results of this FY’03 DRDF study addresses the question of 
whether the forward contamination of Mars might be negligible due to sanitizing conditions 
experienced by the spacecraft after landing, and whether the methods used by NASA to sanitize 
the spacecraft are sufficient. 

 
The objectives of the proposed work are to examine the effects of direct and diffuse UV 

irradiation on the survival of terrestrial microorganisms typically recovered from spacecraft 
surfaces and assembly facilities.  The UV experiments addressed four key components: 

 
a. To develop a robust diffuse-UV-irradiation model for Mars in order to model 

microbial survival under clear sky conditions in which most of the UV reaching the 
surface is direct UV irradiation, and to model microbial survival under global dust 
storm conditions in which most of the UV is diffuse UV irradiation.  

b. To study the effects of UVA, UVA+B, and total UV of the Mars simulated 
environment on the survival of microorganisms recovered from spacecraft surfaces. 

c. To determine the minimum Mars-normal UV dosage rate required for inactivating 
100% of microbial populations on spacecraft materials for each UV band.   

d. To test the survival rates of UV-resistant microbial species recovered from 
spacecraft surfaces under robustly simulated Mars-like conditions in a Mars 
simulation chamber at KSC, FL. 

 

B. PROGRESS AND RESULTS 

Task#1. Develop a diffuse UV irradiation model for Mars under different optical depths, 
sun-elevation angles, latitudinal positions, and seasonal conditions on Mars 

We developed a series of UV models that describe the diffuse, direct, and total UV 
environments on Mars for various atmospheric conditions.  The direct UV beam describes UV 
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irradiation coming directly through the Martian atmosphere from the Sun.  The diffuse UV beam 
describes UV irradiation that is forward-, side-, or back-scattered by various atmospheric 
components on Mars, producing a diffuse UV environment from the general sky.  The total UV 
beam is the sum of these two factors.  The models describe the effects of solar zenith angle, 
atmospheric dust, atmospheric pressure, atmospheric water ice, and polar ozone on the 
attenuation of UV irradiation at the Martian surface.  Two examples of the UV models are given 
in Figure 1.  Results of all of the models indicate that the strongest attenuating factors in the 
Martian atmosphere on solar UV irradiation are solar zenith angle and atmospheric dust.  Water 
ice and atmospheric pressure had only minor effects on UV attenuation.  Polar ozone occurs only 
periodically, and thus has a globally minor effect on UV irradiation reaching the surface, but 
could have a significant regional effect when ozone abundance is high at the Martian poles.  

In addition, the UV reflectance of 15 spacecraft materials and 8 Mars-analog regolith 
samples were measured in order to model the UV environments on spacecraft components that 
are shielded from the direct UV beam (e.g., on the undersides of rovers and solar panels).  The 
component of the UV environment on Mars that determines the rates of inactivation of terrestrial 
microorganisms on spacecraft surfaces is the “accumulated dose” of the “total UV beam” 
reaching the microbial cells.  Results (Figure 2) indicated that most spacecraft materials were 
capable of reflecting UV irradiation down to 200 nm.  Only two spacecraft materials (i.e., white 
epoxy paint 446-21-7925 and white paint NS43G) exhibited strong attenuation of UV light from 
200 to 380 nm.  Most other materials exhibited 1-decade reductions of UV irradiation down to 
200 nm (compare the Spectralon reflectance target and the Chem Film-treated aluminum 6061 
target in Figure 2), but these materials were generally spectrally flat to the absorption of UV 
photons.  Thus, a generalized UV reflectance model for most spacecraft materials on Mars has 
been developed that suggests that most spacecraft materials will reflect approximately 10% of 
solar UV irradiation between 200 and 400 nm.  Both the atmospheric UV models and the UV 
reflectance models developed here can now be used to accurately model whether significant 
dosages of UV irradiation will be accumulated by microbial cells on protected surfaces of 
spacecraft resulting in the inactivation of terrestrial microorganisms.   

Task #2 and 3.  UVA, UVB and UVC radiation resistance of spacecraft-associated 
microorganisms, and minimum UV dosage rate required for inactivating 
microbial populations (LD90 to LD100). 

Spacecraft isolates were identified (Table 1) using 16S rDNA sequence analysis.  Spores 
of the isolates were added to sterile water at concentrations of 106 spores/ml and subjected to an 
accumulated exposure of 1 kJ (UVC) using a low-pressure mercury arc lamp.  One-hundred-µl 
samples were removed and used to inoculate liquid medium (trypticase soy broth, TSB) or solid 
medium (trypticase soy agar, TSA). The results are shown in Table 1 

 
Of the 45 organisms tested, 19 showed high resistance to UVC.  Of these 19 organisms, 9 

were selected and exposed to various forms of UV irradiation (Table 2).  The full spectrum of 
UV irradiation (200 – 400 nm) was generated, using a UV-enhanced 450 W xenon-arc lamp 
(model 6262, Oriel Instruments, Stratford, CA, USA).  Separate UV bands including UVA (315 
– 400 nm), UVA+B (280 – 400 nm) irradiation was created with narrow-bandpass filters placed 
in the light path of the xenon-arc lamps.  The UV fluence rates were adjusted to simulate a Mars-
normal spectrum, determined by using an Optronics Laboratories OL754 UV-VIS 
spectroradiometer.  The results of these carefully coordinated time-course studies are shown in 
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Table 2 as LD 50, LD 90 and LD 100 values in minutes.  These 9 organisms were sent to Dr. 
Andrew Schuerger for completion of Task 4. 

 

Dormant endospores of B. pumilus, SAFR-032, isolated from a spacecraft assembly 
facility building and exposed to a full-UV spectrum, exhibited a LD90 value of 4.5 minutes with a 
D value of ten minutes.  In comparison, B. subtilis 168, a well-studied UV-sensitive species, had 
a LD90 value of 0.75 minutes and D value of 2 minutes under a full UV spectrum.  Exposure to 
UV-A and UV A+B yielded LD90 values of >30 min and 28 min, respectively, for SAFR-32.  
The results show that UV-C is the main biocidal band and also demonstrate that organisms 
contaminating spacecraft assembly facilities can survive for short periods of time under a Mars-
normal UV environment.  It also raises real concerns about conditions that could enhance spore 
survival such as attenuation of UV irradiation by atmospheric dust, water ice, or ozone.  Results 
of this work will help to refine the planetary protection programs for future near-term Mars 
lander, rover, and orbiter missions. 

One organism, Bacillus pumilus SAFR-32, showed the greatest resistance to UV 
irradiation throughout the study (Table 2, Figure 3). The organism was much more resistant to 
UVA and UVA+B than the full UV spectrum.  The results shown in Figure 3 illuminate the 
importance of biomass reduction with respect to the survivability of organisms to UV exposure.  
These results have direct implications for planetary protection. 

Task #4.  Determine the survival of UV-resistant microbial species recovered from 
spacecraft surfaces under robustly simulated Mars-like conditions (still in 
progress) 

The effects of full Mars simulations on the survival of 7 Bacillus spp. under Mars-normal 
UV irradiation will be carried out in the remaining period of the project.  The endospores of 
selected Bacillus species will be exposed to Mars-normal conditions of pressure (7 mb), 
temperature (-10 oC), atmospheric gas composition (95% CO2), and UV irradiation (full UV 
spectrum at 50 W/m2).  Preliminary tests were conducted to determine the effects of Mars 
pressure (7 mb) alone on the survival of seven Bacillus spp. under Martian simulations.  Results 
indicated that Mars pressure alone for up to 7 days had only a minor effect on the survival of 
dormant endospores of B. pumilus SAFR-32, B. pumilus FO-36B, B. subtilis HA-101, B. subtilis 
42-HS1, B. licheniformis KL-196, B. meagterium KL-197, and B. nealsonii FO-092.  Survival 
was reduced less than 20-30% compared to the Earth controls.  The LD100 rates for dried 
endospores were estimated for the seven Bacillus spp. under robust simulations of the Mars UV 
irradiation environment.  All species were significantly reduced within 1-15 min exposure to 
Mars UV irradiation.  The most UV-sensitive species were B. subtilis 42-HS1, and B. 
megaterium KL-197.  The most UV-resistant species were B. pumilus SAFR-32 and B. 
licheniformis KL-196.   

 

C. SIGNIFICANCE OF RESULTS 
This task tested the effects of UVA, UVA+B, and total UV environment on survival of 

microorganisms recovered from spacecraft surfaces.  It was determined that UVC is the most 
potent band with respect to microbial survival.  Studying these various wavelengths was critical 
to building a model for the survival of terrestrial microorganisms on Mars because the dust 
suspended in the Martian atmosphere can strongly attenuate UVC while allowing both UVA and 
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UVB to reach the surface.  These results permit us to predict with great accuracy the likely time 
on the Martian surface required for the complete sterilization of both exposed and shaded 
spacecraft surfaces. 

The results of this study clearly indicate that the UV environment on Mars is extremely 
harsh for the survival of microbes and that most microbial species on sun-exposed surfaces on 
spacecraft will be inactivated within a few tens of minutes to a few hours at equatorial latitudes.  
Even the highly UV-resistant endospores of B. pumilus SAFR-032 can still accumulate a lethal 
dose of solar UV irradiation on Mars within a single Sol if the atmospheric conditions are non-
dusty.  However, the diffusion of Mars solar radiation due to dust storms, negative influence of 
soil, and other factors should be carefully considered while implementing these results. 

 

D. FINANCIAL STATUS       
           

The total funding for this task was $200,000, of which $163,000 has been expended. 
 

E. PERSONNEL    
            

Dr. David Newcombe, a Caltech postdoc for JPL, was hired part-time for this project.  

 

F. PUBLICATIONS                                 
 

[1] David A. Newcombe, James N. Benardini, Andrew Schuerger, and Kasthuri 
Venkateswaran. “Survival of Spacecraft Associated Microbes Under Martian 
Simulated Solar Constant”/104th General Meeting of American Society for 
Microbiology, 2004 May, New Orleans.  
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Table 1 List of Bacillus species tested for UV resistance at 1 kJ accumulated exposure 

Species Strain 
Growth 

24 48/24 48 hr Species Strain 
Growth 

24 48/24 48 hr 
B. licheniformis KL–196 ++/++1 B. pumulis SAFN–036 ++/++ 
B. firmus ATCC 14575 ––/–– B. pumulis SAFR–032 –+/–+ 
B. psychrodurans VSE1–06 ++/++ B. pumulis ATCC 7061 –+/++ 
B. mojavensis ATCC 51516 ––/–– B. pumulis KL–052 ++/–+ 
B. fusiformis   ––/–– B. pumulis FO–033 ++/++ 
B. thuringiensis ATCC 10792 ––/–– B. pumulis 84–1C –+/++ 
B. firmus 10V2–2 ++/++ B. pumulis SAFN–029 –+/–– 
B. benzoevorans ATCC 49005 ––/–– B. pumulis 82–2C ++/++ 
B. gibsonii ATCC 700164 ++/++ B. pumulis SAFN–037 ––/–– 
B.nealsonii FO–092 ––/–– B. pumulis ATCC 27142 ––/–– 
B. mojavensis KL–154 ––/–– B. pumulis SAFN–027 ++/++ 
B. cereus FO–11 ++/++ B. pumulis 84–3C ––/–– 
B. neidei NRRL BD–101 ++/++ B. pumulis 015342–2 ISS ––/–– 
B. benzoevorans SAFN–024 ––/–– B. mycodies FO–080 ++/++ 
B. odyseensis 34hs–1 ++/++ B. subtilis ATCC 6051 ++/++ 
B. niacini 51–8C ++/++ B. thuringiensis SAFN–003 ++/–– 
B. subtilis 168 ++/++ B. mycodies ATCC 6462 ––/–– 
B. gibsonii ATCC 700164 ++/++ B. subtilis 42hs1 ++/++ 
B. megaterium ATCC 14581 ++/–– B. globgii RAVENS –+/++ 
B. megaterium KL–197 ––/–– B. sphaericus ATCC 14577 ++/++ 
B. pumulis 84–4C ––/++2 B. cereus ATCC 14579 ++/++ 
B. pumulis 84–1C ––/++ B. flexus ES–16 ++/–– 
B. pumulis 51–3C ––/++    
1. Growth was categorized in liquid cultures by OD600 readings and on agar medium by colony counts. The + symbol 

indicates: OD600 reading >0.4 after 24 hr, 48 hr / >30 colonies after 24 hr, 48 hr. 
2. These organisms showed growth on solid medium but not liquid and are still under investigation. 
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Table 2. Exposure of resistant strains to UV radiation at the Mars equatorial solar constant 

LD UVA (min) LD UVA+B (min) LD Full UV (min) 
Bacillus species 

50 90 100 50 90 100 50.0 90.0 100.0 
B. pumulis SAFR-32 8.0 >30 >30* 10.5 27.0 >30 1.4 4.5 6.0 
B. megaterium ATCC 14581 21.5 >30 >30 9.2 25.1 >30 0.8 2.8 5.0 
B. odysseyi 34HS1 1.5 >30 >30 3.5 17.5 >30 0.3 0.5 2.0 
B. subtilis 168.0 6.9 >30 >30 1.8 18.0 >30 0.3 0.7 1.2 
B. psychrodurans VSE1-06 0.6 13.9 >30 2.0 >30 >30 0.4 0.9 1.1 
B. pumulis SAFN-036 0.5 1.0 20.0 1.5 2.0 >30 0.8 1.8 3.0 
B. pumulis FO-33 0.5 1.0 >30 4.6 18.0 >30 0.4 1.0 1.4 
B. pumulis FO-36B 1.2 13.4 >30 4.6 18.1 >30 0.7 1.9 3.0 
B. subtilis 42HS1 2.0 >30 >30 10.0 26.0 >30 0.4 0.9 1.2 
*Organisms that survived longer than the maximum exposure are listed with a > sign. These strains are still under 

investigation. 
 
 
 
Figure 1.  UV atmospheric models for mid-
latitude ozone absorption (6%) and 7.12 mb of 
CO2 at solar zenith angles (SZA) of 0 and 80 
degrees.  The models were developed during the 
FY03 DRDF-funded activities.  Many additional 
models were developed to simulate UV 
attenuation in the Martian atmosphere due to 
CO2 pressure, dust loading, water ice, ozone 
abundance, and solar zenith angles.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

200 225 250 275 300 325 350 375 400 425 450

Tr
an

sm
is

si
on

  (
T)

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0
0 SZA A

Wavelength  (nm)
200 225 250 275 300 325 350 375 400 425 450

0.00

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

No ozone + direct UV beam 
No ozone + diffuse UV beam
No ozone + total UV beam
6% ozone Abs + direct UV beam
6% ozone Abs + diffuse UV beam
5% ozone Abs + total UV beam

80 SZA B

Tr
an

sm
is

si
on

  (
T)



 

 91 

Figure 2.  UV reflectance of spacecraft 
materials.  Spectral scans of the standard 
reflectance target, Spectralon (99% 
reflectance), Chem Film-treated aluminum 
6061, and white paint NS43G on 
aluminum.  Note that the Chem Film-
treated Al6061 is approximately 1-decade 
lower in UV reflectance (approx. 10%) 
than the Spectralon target, but that the 
white paint NS43G was at least 2-decades 
lower from 200 to 380 nm (approx. < 1%.   
 
 
 
 
 
 
 
 
 
 
Figure 3. Exposure of B. pumilus 
SAFR-32 spores to various forms of 
UV irradiation. The data has been 
normalized by dividing by the starting 
concentration of spores. The error bars 
represent the standard deviation of 4 
replicates normalized. 
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A NOVEL GENE MARKER FOR DIFFERENTIATING AND TRACING 
ANTHRAX-RELATED MICROBES 
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Ronald Crawford, University of Idaho, Moscow, ID 
 

A. OBJECTIVES 
 

The objectives of this study are: 
 

1. identification of  several of the so-called B. cereus strains that have been 
isolated from various NASA spacecraft-assembly facilities. 

 
2. utilization of a more-rapidly evolving gyrB gene marker, whose sequence is 

more highly differential, while showing analytical sensitivity as high as 
DNA:DNA hybridization for differentiating and tracing anthrax-related 
microbes. 

 
 
3. detailed phenotypic characterization of so-called B. cereus serotypes in order 

to validate this method’s accuracy, and thus confidently recommend gyrB 
analysis over DNA:DNA hybridization. 

 
4. evaluation of the potential for deeming this the new “gold standard” method, 

one that is simple, rapid, and conceivably able to be incorporated into field-
deployable instruments. 

 

B. PROGRESS AND RESULTS 
 

1. Scientific Data: 

The gyrB gene has been found to be much less conserved and more highly 
differential than the 16S rRNA gene, while at the same time as analytical 
as DNA:DNA hybridization, suggesting that major changes in the 
phylogenetic arrangement and nomenclature associated with the B. cereus-
group may be needed. All studies were performed at the University of 
Idaho, since proper handling of the strains in a bio-safety level 3 lab was 
necessitated. The breakdown of various tasks performed during this period 
is shown below: 
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Task 1: Identification of capsules in B. cereus serotypes to assess 
virulence: The microscopic examination of all lab- as well as wild-type 
strains after staining with capsular dye [9] revealed no capsule 
surrounding the vegetative cells. The positive control, an attenuated strain 
of B. anthracis Sterne, showed clear capsular layer around the cells. 
Absence of capsular layer in all the examined B. cereus and B. 
thuringiensis strains, including spacecraft-assembly-facility isolates, 
confirmed that these strains are lacking one of the key phenotypic, 
virulence-associated characteristics of B. anthracis. 
 
Task 2: Isolation of plasmids and PCR screening for plasmid-borne 
genes of B. anthracis: Standard alkaline lysis-based plasmid extraction 
protocols yielded pXO2 plasmid in the B. anthracis Sterne strain, but none 
of the other tested strains yielded any plasmids. 
 
Task 3: Amplification of toxigenic genes associated with B. anthracis 
via chromosomal DNA extraction using PCR primer sets: In the 
absence of the plasmid, chromosomal DNA was extracted and PCR 
screening for several toxigenic genes (cya, pag, and lef) was performed for 
all lab- and wild-type strains. Absence of any fragment for these specified 
genes in the tested isolates confirmed that these strains do not possess any 
of the known virulence factors that are normally associated with B. 
anthracis. The positive control strain, an attenuated isolate of B. anthracis 
Sterne, showed 385-bp (lef), 993-bp (lef), 873-bp (pag) amplicons while 
the Sterne strain did not show any product corresponding to the cap gene 
(Fig 1). 
 

 
Fig. 1. The PCR amplification of several strains for toxigenic properties associated with B. 

anthracis. cya, capsular protein; pag, protective antigen protein; lef, lethal factor. 
The PCR amplified product (arrow mark) was noticed only in the positive 
control, B. anthracis Sterne strain. The cya gene was not amplified in Sterne 
strain as expected. 
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2. Other Results:  

In addition to the three main tasks mentioned above, we performed the 
following studies. The results are summarized: 
 
a. 16S rDNA. The bi-directional sequence analysis of the 1.5 kb 

fragment of the 16S rDNA revealed more than 99% similarity among 
all 18 B. cereus H-serotypes. Similarly, when these sequences were 
compared to B. thuringiensis type strain IAM 12077T and two 
sequences derived from B. anthracis Pasteur #2H and the complete 
genome sequence, more than 99% similarity was observed. Not 
surprisingly, this was also the case when compared to B. mycoides 
type strain ATCC 6462T. In addition to the B. cereus H-serotypes, five 
serotypes of B. thuringiensis were sequenced for 16S rDNA analysis, 
and revealed a high percentage of similarity (>99%) to all Bacillus 
strains tested. The 16S rDNA-sequence-derived phylogenetic tree 
(data not shown) showed no grouping whatsoever, and failed to 
discriminate any one species from another. 

 
b. gyrB sequence analysis. The phylogenetic affiliation of various 

species of the B. cereus group based on 1.2 kb gyrB sequence analysis 
is depicted (Fig.2). All sequences were generated in this study except 
B. anthracis genome gyrB, which was procured from TIGR. The tree 
clearly delineates four distinct phylogenetic groupings within this B. 
cereus group. Group one, home to both B. anthracis sequences, 
consisted of ten H-serotypes currently known as B. cereus. Group two, 
housing the B. cereus JCM 2152T type strain, consisted of seven of its 
own H-serotypes and 1 serotype of B. thuringiensis (aizawai). Group 
three, the B. thuringiensis group, possessed four of its own serotypes 
including the type strain. The fourth group was solely represented by 
the B. mycoides type strain, whose sequence similarity was 91% with 
B. cereus, and <90% with both B. thuringiensis and B. anthracis. As 
seen in figure 2, two distinct sub-groupings emerge from group 1, one 
highly homologous to the B. anthracis sequences (>99%) and the other 
only moderately homologous to these sequences (~97%). 
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Fig. 2. The phylogenetic tree of several B. cereus-group-related strains. There are 4 groups 
noticed among the strains tested. Of particular interest is the B. cereus serotypes grouped into 
the B. anthracis group. Serotypes H05, H06, H07 and H17 showed highest similarities with B. 
anthracis strain whose genome  was completely sequenced. 
 
 

c. DNA:DNA hybridization. Interspecies reassociation values of 10 to 
15% were common (Venkateswaran et al., 2002) and also observed 
between B. subtilis and the three species of the B. cereus group (data 
not shown). Amazingly, about 90% of the 900 hybridizations carried 
out on the 30 strains examined in this study showed reassociation 
values of more than 50% to one another. As the table and figure show, 
reassociation values yield the same exact four groups as derived from 
gyrB phylotyping, with the exception of the B. thuringiensis group. 
Group one consisted of the same ten B. cereus H-serotypes observed 
via gyrB-based classification, where the attenuated B. anthracis 
genomes hybridized with high affinity. Furthermore, the same two 
sub-groups were observed among the group one H-serotypes and the 
same four H-serotypes showed high reassociation values (>75%) with 
B. anthracis. The H16-serotype exhibited 84% reassociation value 
with B. anthracis, the highest among all.  The second subgroup of 
group one consisted of the same six H-serotypes, once again showing 
moderate similarity to B. anthracis (from 66% to 76% hybridization). 

Group 1 

Group 2

Group 3

Group 4
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Group two also yielded reassociation values mirroring the results of 
gyrB sequence analysis, as the B. cereus JCM 2152T type strain was 
once again housed in this group, along with six of its H-serotypes; 
reassociation values ranged from 70 to 88%. Group three, home to the 
B. thuringiensis type strain and serotypes yielded reassociation values 
ranging from 45% to 54%. Interestingly, B. thuringiensis serotypes 
aizawai and galleriae hybridized to the B.cereusxxx type strain at 74 
and 66%, respectively. Bacillus mycoides was once again the sole 
member of group four, its highest reassociation value of 58% with B. 
thuringiensis galleriae. 

 
d. Storage of B. cereus-group related strains. All these strains were 

transported with appropriate caution to the University of Idaho and 
stored in a Bio-safety level-3 lab. We have assurance from the 
University of Idaho that such strains will be available upon request to 
us and will not be distributed without prior consent from the Principal 
Investigator of this study. 

 
 

C. SIGNIFICANCE OF RESULTS 
 

This task helped to develop a more-accurate, faster, and less-costly method of 
differentiating anthrax-related microbes.  The results indicate that the gyrB marker is 
useful for deciphering and tracing anthrax-related microbes. 

 
D. FINANCIAL STATUS              
    

The total funding for this task was $30,000, all of which has been expended.  
  

E. PERSONNEL          
      

No other personnel were involved. 
 

F. PUBLICATIONS 
 

[1] La Duc, M.T., M. Satomi, N. Agata, and K. Venkateswaran, “gyrB 
phylotyping, a rapid alternative to DNA:DNA hybridization for accurately 
re-evaluating the phylogenetic characterization of the Bacillus anthracis-
cereus-thuringiensis group”, Appl. Environ. Microbiol. Submitted for 
publication, 2003. 
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H. APPENDIX:                                                          
Experimental procedures are given below. 

 
Bacterial strains. A total of 18 Bacillus cereus strains typed according to H-

flagellar antigens [10], five  B. thuringiensis serovars,  one avirulent  strain of B. 
anthracis, and B. mycoides ATCC 6462T were procured from the Nagoya Public Health 
Research Institute or from various culture collections. The source and serotype 
affiliations of each strain are given in Table 1. The alpha-hemolytic activity was 
confirmed by streaking all strains onto trypto-soy agar supplemented with 5% 
defibrinated horse blood, and all plates were incubated at 37oC for 24 hours. Capsular 
staining and presence of crystal proteins were observed by microscopy per standard 
protocols [9].  
 

DNA isolation, PCR amplification, cloning, and sequencing. Chromosomal 
DNA of overnight-grown cultures was extracted by phenol-chloroform solvents and 
ethanol precipitation (36). The dried DNA was then dissolved in Tris-EDTA (TE) buffer 
(pH 7.5) and used as the DNA template. The purity of the DNA was checked by agarose 
gel electrophoresis, and the DNA concentration was measured with a spectrophotometer. 
 

Bacterial small subunit (SSU) rRNA genes were PCR-amplified with B27f and 
B1512r primers (Pace et al.) under the following conditions: 1 min. 95°C denaturation, 2 
min. 55°C annealing, and 3 min. 72°C elongation for thirty-five cycles. Similarly, gyrB 
genes were amplified per the established protocol (Yamada et al.1999). PCR conditions 
for gyrB amplification were as follows: 1 min. 94°C denaturation, 1.5 min. 58°C 
annealing, and 2.5 min. 72°C elongation for thirty cycles. 

 
Amplification products were purified with a gel excision kit (Qiagen, Chatsworth, 

CA), after which they were cloned into the pCR-4 TOPO vector bt TA cloning 
(Invitrogen, Carlsbad, CA) per manufacturer’s instructions.  

 
Purified plasmids were then sequenced. The identity of the cloned fragment was 

verified by sequencing from both ends by the dideoxy chain termination method with a 
Sequenase DNA sequencing kit (U.S. Biochemical Corp., Cleveland, Ohio) and with an 
ABI 373A automatic sequencer as described by the manufacturer (Perkin-Elmer Corp., 
Foster City, Calif.). DNA sequences were determined from both strands by extension 
from vector-specific (T7 and M13r primers from pCR-4 TOPO vector) priming sites and 
by primer walking.  

 
DNA:DNA Hybridization. Cells were suspended in 0.1M EDTA (pH8.0) and 

digestion of the cell wall was carried out by treating the cells with lysozyme (final 
concentration, 2mg/mL). The DNA was purified by standard procedures and DNA:DNA 
hybridization was carried out using microplate methods in microdilution wells. 
Radioisotopes were used to determine genetic relationships among bacterial strains with 
photobiotin labeling and colorimetric detection, as previously described (Satomi, et al. 
1997). 
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Virulence gene and plasmid analyses. The presence and/or  absence of the 
virulence-gene-housing plasmids pX01 and pX02 were examined using pre-existing 
protocols (22,35). Screening for the emetic and enterotoxin genes of B. cereus was also 
carried out (Agata et al). 
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A. OBJECTIVES 
 

In recent years, the study of rock varnish has become important to JPL for two reasons:  
1) rock varnish has been hypothesized to exist on Mars, based on images from the Viking landers 
and Mars Pathfinder [1,2], and 2) rock varnish has been shown to grow in both hot and cold 
deserts and semi-arid regions, and thus provides a potential Martian analog environment for 
microbial life.  Little is known about the mechanisms by which varnish is formed, despite almost 
three decades of research employing both microanalytical and biological techniques [3,4]. 

 
The objective of this project was to investigate the feasibility of performing sequencing 

of 16S rDNA and metagenomic classification of the biodiversity of the microbes found in and on 
rock varnish.  Our hypothesis is that varnishes may be formed from microbially derived 
manganese and iron oxides, or manganese and iron salts that undergo natural sol-gel processing 
and essentially “shrink-wrap” clay particles and other debris delivered by wind and rain to form 
the very thin layers of ceramic that are observed [5].  If this hypothesis is valid, then 
characterization of the DNA from rock varnish microbial communities should reveal the 
presence of iron- and/or manganese-oxidizing bacteria.  Thus, the objectives of this work are to 
(a) isolate and characterize some of the extremeophylic bacteria living in desert rock varnish,  (b) 
construct rDNA clone libraries for bacteria, archaea, and eukarya using the polymerase chain 
reaction (PCR) and appropriate primer sets, (c) sequence representative clones from each library 
and characterize these sequences according to the closest phylogenetic matches available in the 
rDNA databases (e.g., Genbank at the National Center for Biotechnology Information; NCBI), 
(d) perform a count of the number of bacteria cells per gram in a representative rock varnish 
sample provided by JPL, and (e) estimate the feasibility of performing comparative genomic 
hybridizations of DNA from rock varnish communities as described in the recent paper from the 
University of Idaho group [6]. 
 
B. PROGRESS AND RESULTS 
 
1. Science Data 
 

Site and Varnish collection.  The JPL team performed aseptic collection of several 
varnished clasts in February 2003 near Parker, Arizona and south of Death Valley, California.  A 
sterile brush was used to remove loosely attached soil, and varnish was removed from the rock 



 

 102

surface using a flame-sterilized Dremel tool in a laminar flow hood in the JPL Planetary 
Protection Laboratory.  Soil from the area around the clasts was also collected. 

 
Microbial enumerations.  An essential part of determining the feasibility of 

metagenomic analysis of rock varnish is the determination of the number of viable cells that can 
be recovered.  A sample of powdered rock varnish (0.1 g) was added to 1 mL of sterile double-
distilled H20 in a 1.5-mL sterile Eppendorf microcentrifuge tube.  Serial 1:10 dilutions were 
made giving a range of dilutions from 10-1 to 10-3.  The dilution samples were fixed with 2% ice-
cold HPLC-grade methanol, vortexed well, and incubated at room temperature for 30 minutes.  
The samples were stained with 60 µL/mL of a stock DAPI (or Acridine Orange at 50 µg/mL) 
solution.  DAPI-stained samples were incubated at room temperature for 30 minutes in the dark 
before filtration.  The most appropriate volume for analysis was determined to be 500 µL of the 
10-3 dilution.  Samples were filtered onto 25-mm Millipore Isopore 22-µm-pore-size black 
polycarbonate filters with Whatman 25-mm GF/F filters used for support.  Fluorescing cells were 
counted on a Zeiss Research epifluorescence microscope equipped with an Osram Xenon short-
arc photo-optic lamp XBO 75W, and Chroma #31000 filter set for DAPI/Hoechst/AMCA. 

 
The mean field (n) counted per sample was 57.16.  The field standard deviation per 

sample was 7.48.  The rock varnish had an average DAPI direct count of 9.0x107 cells gram-1 

(standard deviation = 1.2E+07).  There was no determinable difference between DAPI and 
Acridine Orange direct counts. 

 
Molecular biology techniques.  The DNA was extracted from 500 mg of varnish or 

surrounding soil at JPL using a Fast Soil DNA extraction kit (Bio101) and Beadbeater (Savant).  
Approximately 2 µg and 6 µg of DNA were obtained from 500 mg of varnish and soil, 
respectively.  This DNA was provided to the UI team for some of its work.  rDNA libraries also 
were prepared from the isolated DNA by JPL, using standard procedures and primer sets specific 
for Eubacteria and Archaea; 100-200 clones were prepared for each library.  The Polymerase 
Chain Reaction (PCR) was performed to amplify16S or 18S ribosomal RNA (rRNA) genes using 
DNA from soil or varnish as template with primers specific for Bacteria (27f and 1492r), 
Archaea (20f and 1492r), and Eukarya (338f and 907r).  PCR products were obtained for each 
reaction except for the eukaryotic primers with DNA from soil as template.  Each clone library 
was further classified by placing clones into RFLP-restriction-group patterns, by treating 
individual clones with two restriction enzymes and examining electrophoretic banding patterns.  
A representative clone from each distinct RFLP group was sequenced.  Clone libraries of 
bacterial- and archaeal-specific PCR product from desert varnish were constructed by cloning 
product using a TOPO TA cloning kit (Invitrogen) and transforming into E. coli.  Resulting 
clones were screened by amplified ribosomal DNA restriction analysis (ARDRA) using 
restriction enzymes RsaI and MspI.  Clones with similar restriction patterns in both digests were 
designated to a common operational taxonomic unit (OTU).  Full-length (single-strand) sequence 
was obtained by sequencing the same primers used for PCR amplification.  Only a small subset 
of the screened clones has been sequenced thus far. 

 
Pure cultures were examined for their closest-known phylogenetic affiliations by using 

PCR to amplify their 16S rDNA genes, sequencing the PCR products, and comparing the 
sequences to known sequences in databases at the National Center for Biological Information 
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(NCBI) using BLASTN 2.2.6.  Prior to PCR, cells were lysed directly using the following 
procedure:  A cell suspension (50 µl) was added to 100 µl TE buffer (pH 8) containing 1% 
Triton-X 100 (final concentration: v/v).  The suspension was boiled for 10 minutes in a water 
bath, cooled for 1 minute, and vortexed.  Cell debris was removed by centrifugation at 3,000 x G 
for 15 seconds, and 2 µl of the supernatant was used directly for PCR.  Each 50-µl PCR reaction 
contained the following components: HPLC-grade water up to volume, 1/10 volume of 10x PCR 
buffer (Promega), MgCl2 (2 µM) (Promega), deoxyribonucleotide triphosphates (dNTPs, 0.2 
mM) (Invitrogen), 1x bovine serum albumin (1 µl) (Boeheringer Mannheim), forward and 
reverse primers (05 µM each) (Integrated DNA Technologies), Taq DNA polymerase (1.25 U) 
(Promega), and 2 µl of prepared cell extract.  Universal eubacterial primers 338f (5’-ACT CCT 
ACG GGA GGC AGC -3’) and 907r (5’- CCG TCA ATT CMT TTR AGT TT -3’) were used, 
with M being a 1:1 Mixture of A and C.  The PCR protocol we used consisted of a 5-minute 
denaturation step at 95oC, followed by 32 cycles of denaturation (45 s, 95oC), primer annealing 
(45 s, 55oC) and primer extension (45 s, 72oC), finishing with a final extension step (5 min, 
72oC).  The presence of appropriately sized PCR products was visualized on 1% agarose gels.  
PCR products were purified from PCR reaction mixtures using the Qiaquick PCR Purification 
Kit (Qiagen) and sequenced at the Washington State University Laboratory for Biotechnology 
and Bioanalysis. 

 
The uncultivated microbial community of Death Valley rock varnish.  The team at 

JPL generated three rDNA libraries from the Death Valley rock varnish community DNA and 
control libraries from soil adjacent to the varnished rock.  Varnish 16S rDNA libraries were 
prepared for Eubacteria and Archaea.  We have been unsuccessful thus far in producing an 18S 
rDNA library for Eukarya.  The control soil libraries were prepared for Eubacteria and Archaea.  
Between 100 and 200 clones were prepared for each library.  The clones within each library were 
arranged into related subgroups through examination of their RFLP patterns, and 16S rDNA 
PCR products of representative members of each subgroup were sequenced.  Results of 
sequencing of representatives of these rDNA libraries are shown in Tables 1-4. 

 
Table 1. Preliminary sequence analyses of representative clones of a 

Eubacterial rDNA library of rock varnish from Parker, Arizona. 
 

DRV Eubacteria 
Rubrobacter sp. (92%) Uncultured alpha protoebacterium (98%) 
Chelatococcus asaccarovorans (98%) Craurococcus roseus (93%) 
Rubrobacter sp. (93%) Rubrobacter sp. (93%) 

Rubrobacter sp. (94%) 
Polyangium cellulosum / Chondromyces 
(96%) 

Sphingomonas sp. (97%)  
 

Table 2. Preliminary sequence analyses of representative clones of an Archaea 
rDNA library of rock varnish from Parker, Arizona. 

 
DRV Archaea 

Uncultured archaeon clone (97%) 
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Uncultured crenarchaeote (97%) 
 

Table 3. Preliminary sequence analyses of representative clones of the 
surrounding soil Eubacterial 16S rDNA library. 

 
Surrounding Soil Eubacteria 

Rubrobacter sp. (94%) Thermal soil bacterium (91%) 
Uncultured bacterium (98%) Burkholderia sp. (89%) 
Uncultured bacterium (92%) Methylosinus sp. (93%) 
Uncultured soil bacterium (89%) Uncultured soil bacterium (97%) 
Uncultured delta protoebacterium 
(94%) Methylobacterium sp. (93%) 

 
Table 4. Preliminary sequence analyses of representative clones of the 

surrounding soil Archaea 16S rDNA library. 
 

Surrounding Soil Archaea 
Unidentified archaeon (96%) 
Uncultured archaeon (98%) 

 
C. SIGNIFICANCE OF RESULTS 
 

Rock varnish is a thin coating (< 500 µm) composed of Mn, Fe and clay minerals that are 
ubiquitous in deserts [7] and believed by some to exist on Mars [1,2].  Bacteria have been 
implicated in the formation of rock varnishes due to the dominance of Mn, but the mechanism of 
varnish growth remains poorly understood and highly controversial [8].  A recent study of 
varnish using environmental scanning electron microscopy (ESEM) reports rod-shaped objects 
within desert varnish with various degrees of degradation [9].  However, it is not clear whether 
the purported bacterium has a role in the formation of the varnish, or is merely encased in the 
varnish upon death.  Preservation of atmospheric signatures in rock varnish has recently been 
studied by Bao, et al. (2001) [10].  They concluded that rock varnishes or other surface deposits 
might provide a record of paleoclimatic information and sulfur biogeochemical cycles.  This 
could be useful for those within the scientific community who have an interest in understanding 
long-term climate variations. 

 
If manganese- and iron-oxidizing bacteria are involved in varnish formation, we should 

observe community DNA sequences of microorganisms involved in manganese and/or iron 
oxidation.  Manganese is the second most abundant transition metal in the Earth’s crust.  Mn(II) 
is the soluble form that is available to organisms and is stable in the pH 6-to-9 range.  Mn(III) 
and Mn(IV) primarily form insoluble oxides and oxyhydroxides.  Microbial Mn(II) oxidation 
thus could result in the formation of manganese oxides that are important mineral phases not 
only in varnishes but also in soils, sediments and waters [11,12].  Iron-oxidizing bacteria have 
been known for over 100 years [13].  Like manganese oxidation, iron oxidation occurs at the 
exterior of the cell surface.  Iron hydroxides are often deposited on the remains of biogenic 
structures, such as sheaths and stalks [14](Emerson, 2000).  The deposition of ferric hydroxides 
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on the sheath is a way for iron-oxidizing organisms to prevent becoming encrusted in iron-oxide 
precipitates [15].  Such precipitates might be incorporated in a varnish matrix through the 
activities of iron-oxidizing bacteria. 

 
An alternative explanation for the high numbers of bacteria seen in varnish samples (our 

observation showed 9.0x107 cells per gram of varnish) is that this material represents a habitat 
that is simply occupied by extremophilic bacteria.  If this were the case, we would expect to have 
seen molecular evidence of extremophiles in the varnish, but not necessarily organisms involved 
in metal oxidation.  Our results support this alternative hypothesis, though it is very possible that 
products produced by varnish bacteria (e.g., pigments) may play important roles in varnish 
morphogenesis. 

 
Within the 16S rDNA libraries of the uncultivated microbial community of Death Valley 

rock varnish, we observed a number of sequences related to extremophiles.  One of the most 
common sequences observed was closely related to the genus Rubrobacter.  Rubrobacter species 
are of the Actinobacteria lineage and are known as inhabitants of masonry and lime wall 
paintings where they cause a rosy discolorization [16].  Diverse, yet-to-be-cultured members of 
the Rubrobacter subdivision are widespread in Australian arid soils [17].  Numerous sequences 
of uncultivated bacteria we observed (Table 2) are related to Rubrobacter radiotolerans and 
Rubrobacter xylanophilus, bacteria known for their exceptional resistance to gamma radiation 
[18]. 

 
The clone libraries from the control soils (non-varnish) showed sequences which were 

mostly unrelated to those observed in the varnish, with the exception of an occurrence of a 
Rubrobacter sequence (Table 4).  This confirms that the microbial populations of varnish are 
distinct from those of soil. 

 
One likely rock-varnish-inhabiting genus observed (Table 2) was Chondromyces or 

Polyangium (both 96% similarities).  This group is in the lineage of Myxococcales [19] and 
contains many members known to inhabit extreme environments [20] and to make bioactive 
substances [21]. 

 
A likely representative of the genus Sphingomonas (Table 2) was observed in the 

uncultivated rock varnish community.  This genus is well known for inhabiting extreme 
environments such as the deep subsurface [22] and has recently been observed within an 
endolithic community in Antarctica where it was found within translucent gypsum crusts on the 
surface of ice-free sandstone boulders [23].  This, like rock varnish, represents an environment 
exposed to high levels of UV irradiation.  The genus Sphingomonas contains many 
representatives that are able to degrade exotic molecules, including numerous xenobiotic 
compounds [24]. 

 
A moderately good match of 93% similarity was observed (Table 2) for a potential 

member of the genus Craurococcus, a novel aerobic bacteriochlorophyll a-containing bacterium 
found in a soil environment.  A similar level of similarity was seen for clone #27 for the related 
obligately aerobic, bacteriochlorophyll a-containing bacterium Rhodopila globiformis.  The 
environment of rock varnish would be conducive to the development of photosynthetic life 
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forms, so the presence of a bacterium such as Craurococcus roseus or Rhodopila globiformis is 
not surprising. 

 
As is normal for this type of investigation, several sequences (Table 2) showed 

similarities to sequences in the databases seen previously only in uncultured bacteria.  This is 
simply confirmation that many or perhaps most of the bacteria in rock varnish, like other 
environments, have never been cultured.  The large number of cells and diversity of the 
microbial community indicate that it will be feasible to perform metagenomic analyses on rock 
varnishes, and future work will focus on verifying the community structure, culturing and 
characterizing  previously uncultivable species. 

 
D. FINANCIAL STATUS 

The total funding for this task was $30,000, all of which has been expended. 
 

E. PERSONNEL 
 

Other JPL personnel who participated in this research included Dr. Robert Anderson (JPL 
322), Myron La Duc (354) and Gregory Kuhlman (354).  Other University of Idaho personnel 
who assisted in this research included Dr. William Fusco (Environmental Biotechnology 
Institute, Manager of the Molecular Ecology and Genomics Laboratory), Carina Jung (graduate 
student), Tara Stuecker (technician), David Newcombe (graduate student), Lisa Allenbach 

(technician) and Christopher Ball (graduate student). 
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TITAN AEROVER AUTONOMOUS OPERATION AND BIO-DETECTION 
 

Interim or Final Report 
 

JPL Task 1013 
 

Jack A. Jones, Science and Technology Development Section (354) 
Jeffery L. Hall, Mechanical and Robotics Technologies (3485) 

Ralph Lorenz, Lunar and Planetary Laboratory, University of Arizona 
 
 
A. OBJECTIVES 
 

Titan, the largest moon of Saturn, is the only moon in our solar system with a significant 
atmosphere, and it happens to be ideally suited for balloon exploration. The nitrogen atmosphere 
has a pressure a bit higher than that of Earth, and it is much colder at –180oC (Reference 1). This 
makes the density of the atmosphere four times as much as that on Earth, and thus helium 
balloons can carry four times as much payload. Titan is believed to have large solid landmasses 
and cold, liquid hydrocarbon oceans (Figure 1). It was once as warm as the Earth, with liquid 
water oceans, and is considered to be ideal for blimp surface and higher-altitude science 
investigations (Figure 2) if blimp autonomy and sample gathering can be demonstrated.  The 
objectives of this DRDF task are to modify a commercial blimp to demonstrate autonomous 
travel to various indoor and outdoor targets using GPS as well as color-coded bio-signature-
seeking navigation systems. The blimp is to be used to gather organic surface samples at an 
outdoor location, followed by testing of the collected surface samples.  
 
B. PROGRESS AND RESULTS 
 

A number of balloon autonomous-mobility experiments have been successfully 
performed during this task.  In the first experiment, simple autonomous travel was demonstrated 
with a small commercial 2.3-m (7.5-feet) blimp that was outfitted with a GPS transponder 
navigation system originally produced for model airplanes. The blimp was specially fabricated 
with a simple control system consisting of two front-facing propellers for basic forward-reverse 
propulsion, one tail propeller for turning, and one downward facing propeller for altitude control. 
The slow blimp speed of less than 3 m/sec (6.75 MPH) made travel between GPS waypoint 
locations difficult to control, and thus a magnetic-bearing compass system was added. Although 
Titan does not have a magnetic field or a GPS satellite system, these control systems helped to 
determine that the propulsion system selected was able to precisely travel a pre-determined route 
with reasonable accuracy.  Thus, this combination of propulsion systems can be used for various 
other autonomous aerobot mobility systems. 

 
A second autonomous operation system was then configured so as to send the small 

blimp to a specific color-coded target, which was chosen from among various colors including 
red, blue, and chlorophyll-colored green leaves. For these tests, a color video camera was set in 
the nose of the blimp gondola, and an automatic tracking system was fabricated to keep the 
tracked color in the center of the video image. The blimp was set to travel forward at a fixed 
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altitude, with the tail propeller compensating for deviating winds by turning the blimp and 
keeping it on track. These tests initially resulted in overcompensation of turning with the targeted 
image falling outside of the video-directing camera.  When the tail motor speed was reduced, 
however, accurate tracking resulted for all targets. 

 
The next autonomous operation demonstrated was a hovering algorithm for maintaining 

the blimp above a specific target. For this demonstration, an algorithm was created and 
demonstrated such that the tail propeller kept the image in the center from right to left, and the 
forward/reverse propellers kept the image in the center from front to back.  A four-camera 
coordinated system was employed, which allowed a 120-degree by 120-degree view directly 
below the blimp.  This simple, dual-control algorithm was shown to function well to keep the 
targeted image in the center of the four-camera system. 

 
To demonstrate the blimp’s ability to collect ground samples, a small, hollow grated 

cylinder (Figure 3, top left) was fabricated and radio-deployed to descend and ascend while the 
blimp was flying at a fixed altitude above a lake (Figure 3, right). A number of lake and lake-
bottom samples were collected while the blimp was flown over various beach and lake areas 
(Figure 3, bottom left). The samples were then stored in biologically clean containers and frozen. 
Titan-like scientific tests, such as GCMS (gas chromatograph-mass spectrometer) microscopic 
evaluation, and biota determination are planned for the samples. 

 
C. SIGNIFICANCE OF RESULTS 
 

The viability of a miniature blimp scientific investigation of Titan is significantly 
increased by these demonstrations of autonomous tracking and hovering, as well as by the 
demonstration of ability to gather ground samples while flying. A simple control configuration of 
forward/reverse propulsion, tail-propeller turning, and upward/downward propulsion has 
demonstrated that autonomous navigation between various waypoints can be readily 
accomplished, as demonstrated by the GPS/magnetic-heading waypoint system. 
 
The color-coded tracking tests further confirmed that small blimps could lock onto an optical 
signature and proceed to that object, and then maintain hovering above the object.  The radio-
controlled, tethered surface sampler performed well during all over-ground and over-lake 
operation tests. One significant finding was that it was necessary to hover over a single point on 
the lake during the entire time that the 18-gram sampler was lowered to the lake bottom. Any 
significant motion of the blimp caused the lightweight sampler to drag back up towards the 
surface of the lake. 
 
D. FINANCIAL STATUS                 

 
The total funding for this task was $100,000 of which approximately $90,000 has been 

expended. 
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E. PERSONNEL               
 

Other personnel working on this study include Jiunn Jeng Wu of JPL (image targeting 
and hovering) and Dave Wakeman of MicroPilot Corporation (GPS and magnetic heading 
operation). 
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Figure 1.  Blimp Aerobot at Titan 
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Figure 2.  Titan Aerobot Mission Sequence

Figure 3.  Clockwise from Top Left:  18-gram Perforated 
Grated Surface Sampler, Blimp Sampling Tests of a Lake 

Bottom, Collected  Surface Sample Material 
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ARTIFICIAL INTELLIGENCE TOOLKIT TO ENHANCE UNDERSTANDING AND 

KNOWLEDGE 
 

Final Report 
 

JPL Task 1029 
 

Dr. Ayanna Howard, Mobility Systems Concept Development Section (348) 
 
 
A.  OBJECTIVES  
 

The Artificial Intelligence Toolkit (AI Toolkit) is a software package designed to train 
future scientists and engineers in soft-computing methods that are applied to current robotic 
research efforts. Three artificial-intelligence techniques are introduced in the software toolkit, 
namely fuzzy logic, neural networks, and genetic algorithms.  The infusion of these multiple 
technologies have been used in various aspects of the space robotics research arena – from rover 
navigation on rough terrain such as is found on Mars [1] to safely landing a robotic spacecraft 
on a previously unknown planetary surface [2]. 
 
B.  PROGRESS AND RESULTS 
 

The use of artificial intelligence (AI) technologies, such as neural networks, genetic 
algorithms, and fuzzy logic, has seen an increase of use in real-world systems over the past few 
years. Yet, there is still a hesitation in space systems to incorporate aspects of this technology in 
mission-critical applications. There is still a large disconnect between research and mission-
based applications when it comes to embracing the use of AI techniques. However, there is no 
reason why this gap cannot be bridged. By creating an environment of understanding in which 
engineers begin to appreciate the underlying benefits of AI techniques and other researchers can 
also be trained in its use, the infusion of artificial-intelligence methodologies into real-world 
space systems will be enhanced. As AI can only enhance the capabilities of future missions, 
enabling tasks such as the autonomous search for life, knowledge-driven data analysis and 
acquisition, and long-range rover traversal, the use of AI becomes of direct benefit to NASA-
JPL.   
 

To enhance learning and promote communication, we have developed an interactive AI 
toolkit. The core elements of this research that have been developed are: 
• Comprehensible training module for current and future researchers and engineers on three 

AI technologies, namely: genetic algorithms, neural networks and fuzzy-logic technologies. 
• Interactive graphical interface for providing hands-on examples of applying AI techniques to 

real-world research problems. 
 
 
The three AI methodologies embedded within the toolkit include: 
• Fuzzy Logic 
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o Humans have perfected the ability to function effectively in an always-changing 
and unknown environment.  We can drive a car without having to calculate the 
exact turn angle to produce a right-hand turn. We can traverse through a crowded 
conference room without colliding into the person standing in front of us.  In 
essence, we operate throughout our entire lives using inaccurate measurements 
and imprecise knowledge.  Fuzzy logic is a way to embed this type of human 
behavior into AI systems.  By using linguistic terms and conditional statements, 
fuzzy logic allows a system to solve problems without requiring exact 
measurements of the input data.  For our hands-on application, we show fuzzy 
logic in use for a robot-navigation system. 

 
• Neural Networks 

o An artificial neural network allows a system to represent arbitrary input-output 
relationships without being limited to linearity.  A feedforward neural network is 
trained by finding a set of weights that will output a desired output for a given set 
of training data input. Tasks such as detecting biosignatures using retrieved 
instrument data, or recognizing scientific targets in visual input data, can easily 
be solved by a neural network AI system.  For our hands-on application, we show 
neural networks applied to a gender-identification problem. 

 
• Genetic Algorithms 

o Genetic algorithms model the behavior of the evolution process in nature. GAs 
are an ideal technique to find a solution to any optimization problem. GAs can be 
used to adaptively evolve software in response to system failure or build the ideal 
rover-mobility platform. For our hands-on application, we show neural networks 
applied to a planet-traveling problem. 

 
C.  SIGNIFICANCE OF RESULTS 
 

Through the process of knowledge transfer, integration, and presentation, the AI Toolkit 
represents a method for bringing soft-computing research to the forefront. The toolkit represents 
an effort to successfully bridge the gap between robotics research and application.  
 
D.  FINANCIAL STATUS 
 

The total funding for this effort was $25,000, all of which has been expended.  
 
 
E.  PERSONNEL 
 

Gene Chalfant (348) assisted in designing the genetic-algorithm tutorial.  Eric Rogstad 
(348) assisted in developing graphics and creating the layout for the genetic-algorithm tutorial 
and lesson. Beta testing was done by Eric Rogstad (348) and Adrienne Huffman (348).  
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E.  PUBLICATIONS 
 

In submission: A. Howard, E. Graham, “Bridging the Gap between Space Robotics 
Research and Robotics Education”, Accessible Hands-on AI and Robotics Education Workshop, 
AAAI Symposium, March 2004. 
 
In addition, two New Technology Reports (NTR) have been submitted and the software is now 
available through Open Channel Software at 
 http://www.openchannelsoftware.com/projects/AI_Toolkit 
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H. APPENDIX 
 
The following images are snapshots from the AI Toolkit. 
 
 
 
 
 
 
 
 
 
 
 
 

Introductory screen of the AI Toolkit 
 
 
 
 
 
 
 
 
 
 
 

Genetic algorithm application for spacecraft planning 
 

 
 
 
 
 
 
 
 
 
 

Fuzzy logic application for rover navigation 
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TITAN BALLOON BUOYANCY CONTROL 
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JPL Task 969 
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A. OBJECTIVES 
 

Titan, the largest moon of Saturn, is the only moon in our solar system with a significant 
atmosphere, and it happens to be ideally suited for balloon exploration.  The nitrogen atmosphere 
has a pressure a bit higher than Earth’s, and it is much colder at -180ºC (Reference 1).  This 
makes the density of the atmosphere four times greater than at Earth, and thus helium balloons 
can carry four times more payload.  Titan is believed to have large, solid, land masses and cold, 
liquid-hydrocarbon oceans.  The goal of this program is to design, fabricate, and test a buoyancy-
controlled balloon system for Titan that will allow complete atmospheric mobility below the 
methane-ice-cloud level (10 km altitude), and that can travel about the solid surfaces and liquid 
seas. 
 
B. PROGRESS AND RESULTS 
 

A number of balloon buoyancy and mobility systems have been considered, and the 
design with the most flexibility to accomplish all mobility-related science objectives has been 
determined to be a blimp modified with a large floatation wheel (Figure 1), that can land and 
operate on cryogenic solid surfaces or liquid seas (Reference 2). 
 

One possible mission scenario is shown in Figure 2.  After entry into Titan’s atmosphere, 
a parachute would pull out a deflated blimp.  While falling, the blimp would be filled with 
helium, or hydrogen, and would gently descend to the surface due to a slightly positive weight.  
The Aerover could then reascend, using propeller power or by heating the blimp cavity with 
waste heat from a radioisotope thermal generator (RTG).  The blimp could make repeated 
descents to the surface through direct commands from Earth or by autonomously seeking certain 
targets, such as biosignatures or heat sources.  Although the surface winds are anticipated to be 
only about 0.5 m/sec (1.1 mph), at 10-km altitude the winds are strong enough to allow complete 
circumnavigation of the moon every one-to-two weeks.  The Aerover would essentially be 
“orbiting” Titan well below the upper, obscuring clouds and could, for the first time, allow 
detailed imaging of the moon, which appears only as an orange disk from space. 
 
 

Initial testing of Aerover concepts was begun with scale-model Aerover mobility tests.  
The first Aerover model tested was a commercially available one-meter blimp that was modified 
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to allow surface mobility (floatation/landing wheel added), with heat-activated altitude control 
(black patch added to absorb external radiant heat).  The model exhibited excellent control both 
in the air and on solid surfaces.  Altitude variations were fully controllable by engine fan thrusts, 
by radiant heat input (ascent), and convective cooling (descent). 
 

A larger, six-meter commercially available blimp has since been purchased and has been 
modified for testing as a Titan Aerover (Figure 3).  A landing floatation wheel has been added 
that has allowed the blimp to land on solid land or lakes.  The engines are rotatable to allow 
powered ascent.  A series of internal, lightweight, heating coils has been added, representing 
waste heat additions inside the blimp, and a thermal model of the system has been created.  The 
measured buoyancy change has closely matched those analytically predicted (Figure 4).  The 
thermal model has further been exercised to demonstrate the effect of wind on blimp heating, and 
the results show that the blimp cools significantly, even for very low wind speeds (Figure 5).  A 
number of power vs. velocity measurements have already been made, as well as power vs. thrust 
measurements.  These values have been compared with various numerical models for forward 
motion, as well as for up-down motion.  Results are discussed in the next section. 
 
 
C. SIGNIFICANCE OF RESULTS 
 

There are several primary areas of significance for the results thus far.  The first is that a 
combined aerobot/rover, or Aerover, appears to be the best means to explore the atmosphere, 
solid surfaces, and liquid oceans of Saturn’s moon Titan.  The second is that power 
measurements made on a 6-m blimp have confirmed a novel, empirical correlation (Reference 3) 
made by this task’s science advisor, Professor Ralph Lorenz.  Based on these calculations, 
approximately 90 watts of power (out of 110 watts available) are required to propel our 12.5-
meter long, 200-kg Titan Aerover at a speed of 1.0 m/sec, which is adequately above the 0.5-
m/sec anticipated surface-wind speeds at Titan.  We have also calculated that this speed can be 
increased for the same power if the propellers are more efficiently designed.  In fact, our 
mobility models now predict that optimized propeller design will allow 2-m/sec velocity with 
only 50 watts of power.   
 

The third significant result is that our thermal models are accurately predicting buoyancy 
change as a function of waste heat input to the blimp (Figure 4).  Due to Titan’s low gravity, low 
temperature, and dense atmosphere, the lift created by adding 200 watts of heat inside the 12.5-m 
blimp is about 3.7 kg while the blimp is floating with the wind, but with a relative wind of 2 
m/sec, the buoyancy increase is reduced to only 0.73 kg (Figure 5). 
 

Several other buoyancy factors have also been analyzed with blimp mobility models.  At 
slow speeds, ailerons will create less than 1 kg of buoyancy, while low pressurization of the 
blimp ballonet chambers with ambient nitrogen (1000 Pa or 0.15 psi) will change buoyancy by 
about 2 kg.  Vectoring the propellers upward or downward, however, can change buoyancy by as 
much as 39 kg, based on Titan’s low gravity, and this can cause 1 m/sec vertical velocity.  
Vectored propellers are thus now considered the preferred primary means to control buoyancy of 
blimp aerobots on Titan. 
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D. FINANCIAL STATUS   
               

The total funding for this task was $100,000, all of which has been expended. 
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Figure 2.  Mission Sequence Figure 1.  Titan Aerover 

Figure 3.  Titan Aerover Tests 



 

 125

 
  

       
 

Figure 4. Buoyancy Change vs Blimp Heat 

Figure 5. Buoyancy Change vs. Forward Velocity for Varying Heat Loads 
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A. OBJECTIVES 
 

In recent years, the feature extraction approach [1] for data compression and object 
recognition has been drawing a lot of attention.  Principal Component Analysis (PCA) [2-10] is 
one of the most effective linear techniques for feature extraction in the image-processing field.  
PCA is a statistical second-order analysis tool, and the principal information of the object can 
mostly be represented in a few principal component vectors.  Based on a few principle 
components as features of the object, the recognition can be processed with less computational 
power and more reliability. 
For object recognition in a dynamic environment, when the shape of the object keeps changing 
with time, real-time adaptive PCA can be an effective approach in dealing with this dynamical 
information and to keep track of the changes of its features.  In order to enable the real-time 
adaptive PCA approach, the network is required to be simple, hardware-friendly and 
architecture-optimal so that the hardware implementation can be achieved.  

The objective of this task is to study the feasibility of a real-time adaptive PCA approach 
which is applied to obtain real- time feature extraction for object recognition and data 
compression in the dynamic scene. 

 
B. PROGRESS AND RESULTS 
 

1. Science Data 
 

It was found with the simulation that our proposed real-time adaptive PCA 
technique surpassed the current state of the art, e.g., gradient descent technique with respect to 
hardware simplification, fast learning convergence, and compact and low-power embodiment  
which enables real-time object recognition when implemented in VLSI hardware.  The 
breakdown is shown below: 
 

(1) Our DOminant-element-based GradiEnt descent and DYNamic initial 
learning rate (DOGEDYN) technique is compatible as a gradient descent technique in terms of 
identical convergent attractor, and in addition, our technique requires much less computation 
(one addition and multiplication per element) while the gradient descent technique requires n 
multiplications and n additions where n is the dimension of the input vector.  This advantage will 
allow having less hardware, hence low power consumption and a compact engine (see appendix 
A). 
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(2) Our technique demonstrated its superiority in fast learning convergence as 

compared with the gradient descent technique (see appendix B) from which the real-time 
extraction may be achieved from the VLSI hardware approach. 
 

2. Other Results 
 

Due to the simplicity of our architecture and the less-computational requirement, 
the fully parallel hyperspectral extraction engine can be achieved on a single chip.  The 
advantage of our technique is its capability to extract fully parallel spectral data for principal 
features in a high-speed, low-power and compact system. 

 
 

C. SIGNIFICANCE OF RESULTS 
 

This task developed a novel DODGEDYN technique for real-time adaptive PCA for 
feature extraction and data compression to solve the object-recognition problem in a dynamic 
environment.  
 

The results indicated that the combination of two innovative techniques (dominant 
element component and initial dynamic learning rate) provided a faster-learning-convergence, 
less-computation, low-power and compact system.  Hence, the real-time adaptive PCA engine 
can be achieved in VLSI hardware for object recognition or data compression in dynamic 
environment applications (e.g., real-time landing-site identification for NASA precision landing 
tasks). 
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H. APPENDICES:   
 

A. CELL ARCHITECTURE 
 
The energy function (objective function) is defined: 
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Where k is the number of measurement vectors, tx  is a measured vector at time t and wi 
is the ith principal vector (or eigen vector).   
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Figure 1: Single New PCA learning unit.   
 
In Figure 1, the raw input data xt is subtracted from the sum of the previous projected data on the 
previous principal components to obtain t

iy  as defined in the equation (2).  The Σ box provides 
the inner product between vectors t

iy  and wi.  The result of the Σ box operation will, again, be 
summed with the previous multiplication of yij

t and wij and its output will be multiplied with the 
learning rate ζi before updating to wij as described in equation (3).  This single unit can be 
cascaded into n units to obtain a PCA learning vector and this learning vector can be cascaded to 
obtain many components as parallel eigenvector extractors as needed for each application. 
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B. ENERGY LEARNING LEVEL VS PRINCIPAL COMPONENT EXTRACTED  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

The DOGEDYN, GradiEnt Descent (GED), DOminant element based GradiEnt Descent 
(DOGED), GradiEnt Descent with DYNamic initial learning rate (GEDYN) techniques are used 
in this study.  In the Figure above, the DODGEDYN has shown its superiority in convergence in 
energy reduction (y-axis) for each component extracted (x-axis) with the fixed 150 batch 
iterations as compared with GED, DODGED, and GEDYN where the energy level is defined in 
equation (1).  The GED technique is flat out at third component, the DOGED is up to sixth 
component, and the GEDYN is able to extract around eleventh component. 
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A. OBJECTIVES 
 

The development of a low-operating-voltage, high-current-density electron source is 
essential for the miniaturization of mass spectrometers and vacuum-tube sources of terahertz 
radiation for future lightweight, low-cost, robotic space missions.  Carbon nanotubes have shown 
great promise in fulfilling such an electron source requirement [1].   The goal of this research 
effort is to conduct a systematic study of field-emission properties of different types of carbon 
nanotubes, and then develop grid-integrated carbon-nanotube (CNT) field-emission arrays for 
use as ionizers in miniature mass spectrometers [2] and as high-current-density electron sources 
in the nanoklystron-- a micro-tube source of THz radiation [3]  
 
Objectives of this proposal were to 1) fabricate dense, unidirectional carbon nanotubes with 
monolithic integrated grids, 2) test the field-emission characteristics of these nanotubes in a 
generic emission-test system, built using this grant, which can also be used for assembling and 
packaging nanotubes with micro devices, and 3) demonstrate the use of these new emitters in 
prototype compact gas ionizers and nanoklystrons.  The proposal represents a multidisciplinary 
effort spanning four different research groups at JPL and Caltech, drawing from and merging 
their combined strengths and device needs. 
 
B. PROGRESS AND RESULTS 
 

By the end of the project period, almost all of the setout milestones had been 
accomplished except one of them, which is to test the CNT source in a nanoklystron.  This was 
not possible owing to fabrication and integration complexities that had to be sorted out and that 
needed more time.  Table 1 below compares the original task-implementation plan with the tasks 
accomplished at the end of the project period (black bars indicate originally planned milestone 
periods, and gray bars indicate the accomplished milestones). 
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Table 1.  Final status of the project with respect to the original task implementation plan 
 

Tasks First 6 Months Second 6 Months Third 6 Months 
SWNT and MWNT growth on 
plain and patterned substrates 

   

Field emission test system 
construction 

   

Fabrication of stand-alone grids 
for initial testing 

   

First field emission tests    

Integration of grid on SWNTs 
and MWNTs 

   

Second field emission tests    
Possible assembly of nanotubes 
into a Nanoklystron prototype 

   

Designing of field emission 
source for miniature gas ionizers 

   

 
1. Science Data 

 
Systematic study of field emission was conducted on single-walled nanotubes (SWNTs) and 
random multi-walled nanotubes (MWNTs).  SWNTs were fabricated at 900°C and MWNTs 
were fabricated at 600°C in tube furnaces using standard CVD techniques.  The tube density was 
higher in the case of MWNT samples.  Low-density, disordered, as well as highly dense, 
vertically aligned varieties of MWNTs (Figure 1) were tested.  As previously reported [4], high-
density samples suffered from enhanced screening effect, thus decreasing their total electron 
emission.  The tests were conducted in a diode mode with an Indium Tin Oxide (ITO)-coated 
glass slide as the anode (Figure 2).  The anode was also coated with a fluorescent phosphor layer 
to visually identify the emission sites and their distribution on each sample.  ITO-coated anode 
also acts as a global anode, highlighting the hotspots on a sample, which are invariably present 
due to non-uniform lengths of CNTs.  This is explained in detail further down. 
 
Figure 3 shows field-emission curves for all the samples tested.  The curves follow the Fowler-
Nordheim formula {ln (I / V2) = ln (a) – b / V, where, I: emission current, V: biasing voltage, and 
a, b are constants}, as can be seen in the curves shown in the inset of Figure 3.  SWNTs showed 
a maximum current of ~1.18 mA at 30.7 V/µm.  The highest-emission currents were measured 
from disordered, less-dense MWNTs and were found to be ~0.63 mA @ 3.6 V/µm (sample 1) 
and ~3.55 mA @ 6.25 V/µm (sample 2).  The high-density vertically aligned MWNTs (vertically 
aligned because of the high packing density), showed low field emission as predicted: 0.31 mA 
@ 4.7 V/µm.  This low-emission current from the SWNTs can be attributed to very low 
nanotube density in the sample area.  All samples were grown on a template of  ~7 mm2 (Figure 
1 (a)), and although the entire area was under the applied field, Figure 4 shows that the actual 
emission was occurring from only a few sites with a much smaller effective area.  These are the 
hotspots mentioned above.  They result from the electrostatic screening effect that occurs due to 
non-uniform lengths of CNTs.  The taller nanotubes concentrate the field and screen the shorter 
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ones from participating in emission.  This problem can be corrected by using an integrated grid 
that localizes the electric field to a smaller area, thus allowing locally taller tubes to emit 
electrons. 
 
It was observed that, over time, all samples exhibited large variations in emission current at fixed 
voltage.  For the MWNT samples at certain higher fields, the range of current variation was as 
high as 60%.  Also, high fields caused explosive erosion of the sample surface where the 
nanotubes were actually thrown off (Figure 5).  These early field-emission results steered the 
project to focus on the development of MWNTs as the most suitable candidates for high-density 
electron emission.   
 
A novel process was developed to integrate grids with nanotubes.  The uniqueness of the process 
is that the integration takes place post-nanotube fabrication, which is not reported anywhere in 
literature.  Figure 6 shows a process flowchart for post-nanotube growth integration of grids as 
well as SEM micrographs of integrated gold grids.  At the time of project completion, few 
problems with the grid strength and integrity during field-emission tests were being corrected.  
We could not complete a field-emission test with integrated grids in time for this report, but the 
process is well developed and will be supported for continued development under a different 
NASA Code-R program. 
 
A nanotube-emitter template was fabricated with MWNTs as shown in Figure 7 (a) for use with 
a miniature mass spectrometer.  First tests of introducing CNT-based cold-cathode electron 
sources into the Atomic and Molecular Collisions (A&MC) team’s engineering model of the 
flight QMSA (quadrupole mass spectrum analyzer) mass spectrometer were conducted.  The 
QMSA is comprised of two sections: the ionizer and the mass analyzer.  Gases are admitted into 
the QMSA and ionized by electron impact, with the resultant ions focused into the input 
apertures of the mass analyzer.  The mass analyzer is 5 cm (long) x 3 cm (diameter) and 
consumes 12 W of power.  There are considerable merits in pursuing an ionizer based upon a 
patterned array of carbon nanotubes to replace heated filament.  The foremost reason is a 
reduction in power by at least a factor of 100.  Also, in the case of the QMSA, a nanotube ionizer 
would result in mass and size reduction of at least a factor of two.  Figure 7 (b) shows the 
miniature mass spectrometer with CNT-emitter template assembled instead of the thermionic 
filament.  This assembly was put inside a UHV (ultra-high vacuum) chamber and tested.  At 
present, a hot cathode is used to generate ~ 10 mA of current and then couple ~1% of it through 
quadrupoles for mass spectral analysis.  In our first test, we were able to produce a current of ~ 
0.5 µA at the emitter region and couple ~ 2 nA of that to the quadrupole.  At this point, the 
circuit shorted due to wearing out of the insulator layer.  The setup has since been modified to 
include an additional insulating film of 5 µm-thick Teflon.  At the time of this report, the setup 
was still waiting to be tested. 

 
2. Other Results 
 

As planned in the original proposal, a multipurpose ultra-high-vacuum (UHV) 
chamber was constructed with funds from this and one other proposal (code R- Nanoklystron) 
for field-emission testing as well as for the nanoklystron-device assembly and testing.  Figure 8 
shows a photograph of the test chamber, which is currently being used for field-emission testing.   
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C. SIGNIFICANCE OF RESULTS 
 

This task has initiated an important developmental effort of realizing a high-current-
density electron source based on field-emission phenomena. This development will have 
significant impact on high-resolution heterodyne spectroscopy using THz radiation 
(nanoklystron), on the chemical analysis of complex environments, and on the effort to safeguard 
astronaut health through environmental monitoring (miniature mass spectrometer).  Both of these 
instruments are of great significance for future NASA missions. 
 

The results indicate that low-emission-threshold voltage is already possible, and can be 
further improved by adding extraction grids.  Also, the measured current density is already 
suitable for preliminary tests with the miniature mass spectrometer.  Results from this 
developmental work have pointed the way towards understanding the nanotube density effect on 
emission efficiency, and have led to work to realize density-modulated nanotube samples that 
can generate very high current densities (of the order of several hundreds to a kiloampere per sq. 
cm).  A new process to integrate extraction and focusing grids post-nanotube-fabrication offers 
the unique advantage of being insensitive to different nanotube-synthesis procedures.  
 
D. FINANCIAL STATUS  
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(a) (b) (c)

Figure 1.  (a) Carbon-nanotube template for field-emission testing,
(b) disordered, less-densely-distributed MWNTs, (c) vertically
aligned, highly dense MWNTs. 
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Figure 2.  Measurement set-up
inside a high vacuum chamber 
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Figure 3.  Field-emission curves for SWNTs and MWNTs
(two samples) shown at the actual tested voltage biases.  The
anode-cathode gaps were ~ 40 µm, 150 µm and 160 µm
respectively.  The inset shows the Fowler-Nordheim curves. 

Figure 4.  Fluorescence on the
anode, corresponding to
emission sites on CNT samples,
shows spotty and scattered field
emission. 
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Figure 5.  Damaged CNT 
sample surface due to high field 
effects.  The nanotubes have 
been thrown off due to surface 
erosion. 

Suspende
d grid

SWNTs

Figure 6.  (a) Process flow chart of grid integration post nanotube fabrication,
(b) SEM micrograph of suspended grid structure with SWNTs grown in the
center (Wei Dang and Ali Husain of Caltech)  

(b)(a) 
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Magnified view of a source region
Silicon 

Silicon 
oxide

CNTs 

Figure 7. (a) Carbon-nanotube-based field-emission electron source
templates for miniature quadrupole mass spectrometer, (b) Engineering
model of the flight QMSA assembly with CNT-emitter template integrated
into it in place of hot-filament electron source. 

(a) (b)

Figure 8.  UHV
chamber for field-
emission testing and for
nanoklystron assembly
and testing 
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NANOELECTRONIC AND NANOMAGNETIC DEVICES  
FOR REVOLUTIONARY COMPUTING AND SENSOR APPLICATIONS 

 
Final Report 

 
JPL Task 1020 

 
Seungwon Lee, Earth Science Data Systems Section (381) 

Paul von Allmen, Earth Science Data Systems Section (381) 
Fabiano Oyafuso, Earth Science Data Systems Section (381) 
Gerhard Klimeck, Earth Science Data Systems Section (381) 

 
A. OBJECTIVES 
 

This research effort has focused on the examination of the effects of electro-magnetic 
fields and many-body interactions on a spin-based nano-device, with the goal of understanding 
the fundamental characteristics of the novel device and of evaluating its reliability under external 
perturbations. 

  
B. PROGRESS AND RESULTS 
 

1. Science Data 
 

We have completed the simulations of spin transport, gyro-magnetic ratios, 
magneto-optical response, and spin decoherence, which are fundamental characteristics 
of spin-based nano-devices. The itemized simulation results are shown below: 

 
Spin transport across semiconductor heterostructures: Polarized spin precession 

and relaxation across semiconductor heterostructures is calculated with a spin-diffusion 
model, motivated by a recent measurement of the spin dynamics in a ZnSe epilayer 
grown on GaAs. Experiments have shown that the spin precession and relaxation in the 
ZnSe epilayer are shifting from ZnSe-like to GaAs-like when an electric field is applied 
between the epilayer and the substrate. We used a spin-diffusion model with a time-
dependent transmission coefficient across the interface to account for the thermalization 
of the electrons excited in the GaAs. Figure 1 illustrates the electric field dependence on 
the simulated spin dynamics, which is in excellent agreement with experiment. This 
simulation provides a clear explanation of the dependence of spin transport across 
semiconductor heterostructures on the electric field [1].  

 
Gyro-magnetic ratio of quantum dots: Various proposed spintronic devices 

utilize Zeeman splitting (i.e. the energy spacing between the spin up and down states in 
the presence of a magnetic field) which is determined by the effective gyro-magnetic 
ratio of the host material. We calculated the gyro-magnetic ratio using the atomistic tight-
binding model, which is the theoretical framework of NEMO-3D. Figure 2 shows that the 
effective gyro-magnetic ratio of InAs quantum dots ranges from 2.0 to 3.5 for different 
electron states. These values are very different from that of bulk InAs (–14.9) and are in 
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excellent agreement with recent experiments. The difference is attributed to the large 
increase of the band gap in a quantum dot relative to the change of the spin-orbit coupling 
(which is almost identical to the bulk value). This work demonstrates that the gyro-
magnetic ratio can be tuned by adjusting the quantum-dot size [2].   

 
Magneto-optical response of quantum dots: The use of quantum dots in optical 

devices such as lasers and detectors is expected to lead to improved detection properties 
like low-threshold current density and reduced temperature sensitivity due to the delta-
function-like density of states of the dots. It is of particular interest to NASA missions to 
determine how well the improved optical properties will be preserved and the proposed 
optical devices will function under extreme conditions. Motivated by this need, we 
investigated how a high magnetic field affects the optical properties of quantum dots. The 
transition rate between an electron and hole level exhibits a strong selection rule for 
electron-hole pair creation and recombination. Only the electron-hole pairs with zero 
angular momentum difference between their envelope functions yield significant 
transition rates. Our calculations have shown that this selection rule remains intact even 
at high magnetic fields (see Fig. 3). The robustness of the selection rule is attributed to 
the negligible magnetic coupling between states with different angular momenta. To 
observe a breakdown of the selection rule, we estimate that the magnetic field needs to be 
as strong as 100 T. This result shows that optical nano-devices are tolerant to high 
magnetic fields [2].     

 
Spin decoherence in quantum dots: Spin decoherence is one of the key 

limitations in building a solid-state quantum computer. While several processes are 
known to contribute to the finite lifetime of spin states, the hyperfine interaction with 
nuclear spins is identified as a dominant mechanism in III/V semiconductor quantum 
dots. In the spirit of developing a simulation tool that can model realistic qubits, we 
modeled the hyperfine induced decoherence using accurate wave functions obtained from 
NEMO-3D. Recognizing that the interaction process is non-Markovian in the sense that 
the nuclear system “remembers” prior interaction with the electron spin, we have elected 
two complementary approaches. First, we have calculated the time-dependent spin 
correlation function up to first-order perturbation. Figure 4 shows that the average spin 
polarization in InAs quantum dots decreases with a decoherence time on the order of 1 
µs. Although this approach provides a good estimation of the decoherence, it suffers from 
the limitations that the second-order-perturbation term diverges as time increases, and 
that arbitrary magnetic fields cannot be included. Our second approach aims at 
overcoming these shortcomings and relies on a simplified version of the non-equilibrium 
quantum-field kinetics formalism. This approach has the advantage that the effect of 
arbitrary time-dependent magnetic fields can be described, enabling the simulation of real 
quantum-computing operations including decoherence effects. The second approach 
provides decoherence times close to those obtained with the perturbation approach, 
confirming the reliability of the first approach for the estimation of decoherence times 
[3]. This simulation result supports the proposed idea that a quantum dot can be used as a 
building unit of quantum computers, since the quantum information contained in the spin 
states of a quantum dot can remain coherent during up to 104 information operations.   
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2. Other Results 
 

This scientific investigation has led to the development of a spin dynamics theory 
within the non-equilibrium Green function formalism, the development of an efficient 
boundary condition for the electronic structure of embedded nanostructures, a 
considerable extension of the simulation scope of NEMO-3D, and the first public release 
of the NEMO-3D. The itemized results are shown below: 

 
Spin dynamics theory: We have established the fundamental property that for a 

system of spin-carrying electrons in a magnetic field, the Surface Green Function (SGF), 
which describes the coupling between the device region and the leads, can be expressed 
in terms of the SGF of a spin-less system multiplied by a time-dependent factor 
describing the precession. This finding is an essential prerequisite to the practical 
implementation of a numerical solution of the spin dynamics within the non-equilibrium 
Green function formalism. This work demonstrates our growing understanding of spin 
dynamics in heterostructures, which is a key ingredient in building a comprehensive 
design tool for quantum computers.  

 
Closed boundary condition: Recognizing that the modeling of the electronic 

structure of nanostructures embedded in a large buffer is computationally challenging, we 
have developed an efficient boundary condition that can imitate the large buffer with a 
truncated buffer. The new boundary condition that raises the energies of dangling bonds 
at the surface leads to the efficient elimination of mid-gap surface states and to the fast 
numerical convergence of interior-state energies. The numerical efficiency of NEMO-3D 
has thereby been greatly enhanced. 

 
NEMO-3D upgrade: We have extended the simulation scope of NEMO-3D by 

including electric and magnetic fields, many-body interactions, and an efficient boundary 
condition. The electric and magnetic fields are incorporated into NEMO-3D in a gauge-
invariant way without introducing any extra adjustable parameters. As a prototype for 
many-body interactions, Coulomb interaction (charge-charge interaction) and hyperfine 
Fermi contact interaction (spin-spin interaction) are included in NEMO-3D. Finally, the 
newly developed boundary condition was incorporated into NEMO-3D [4,5].  

 
NEMO-3D release: We have completed all the paperwork for public release of 

NEMO-3D software with JPL/Caltech and are currently completing the full code 
documentation. The first public alpha version has been released on Oct. 7, 2003 through 
Open Channel Foundation http://www.openchannelsoftware.com/projects/NEMO_3D. 
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C. SIGNIFICANCE OF RESULTS 
  

In summary, we have demonstrated with atomistic-level simulation that spin-based 
devices are tolerant to heterostructure interfaces and high magnetic fields. Our simulation results 
show that (i) the efficiency of spin injection across semiconductor heterostructures can be tuned 
by electric fields, (ii) the gyro-magnetic ratio of quantum dots can be tuned by dot sizes, (iii) the 
optical properties (absorption and recombination rates) of quantum dots are robust even at high 
magnetic fields, and (iv) quantum dots are ideal candidates for building units of quantum 
computers due to their long decoherence time on the order of 1 µs.  

 
These studies directly tie into some of NASA’s core objectives, such as developing 

electronic components that are reliable in extreme environments and developing computational 
capabilities that allow for rapid on-board decision processes, needed, for example, in the EDL 
(entry, descent, and landing) phase of a planetary exploration mission. Point (iii) is a prime 
example of how a careful study supports the development of cutting-edge optical detectors using 
quantum dots (detection range expected from the near-UV to the far-infrared). It demonstrates 
the robustness of the detection mechanism at magnetic-field strengths endemic, e.g., in the 
vicinity of Jupiter, where the magnetic field ranges from 0.0005 to 1 T. Missions such as JIMO 
(Jupiter Icy Moons Orbiter) are expected to significantly benefit from such advances. Points (i), 
(ii), and (iv) are in full support of the ambitious goal of developing a quantum computer with 
computational capabilities far beyond current technology. This work is a significant step toward 
developing the first realistic simulation tool for quantum computers. 

 
Finally, this scientific investigation led to a considerable extension of the simulation 

scope of NEMO-3D and the first public release of NEMO-3D. We consider the NEMO-3D 
release as a key contribution to the field of nanoelectronics and a first step towards the realistic 
simulation of spintronics. This simulator will enable researchers to explore the design space for 
nanoelectronic and spintronic applications. 
 
D. FINANCIAL STATUS                 

The total funding for this task was $100,000, all of which has been expended. 

 
E. PERSONNEL               
 

In addition to the personnel listed at the top of this report, K. Birgitta Whaley of 
University of California at Berkeley and Nick Rizzo, Brad Engel, and Herb Goronkin at 
Motorola Labs, Physical Sciences Research Laboratory contributed to this task.   
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G. FIGURES 
 

 
Figure 1. Time evolution of the spin magnetization in a ZnSe epilayer grown on a GaAs substrate both 
with and without an electric field E. Without the electric field, the spin evolution is determined solely by 
ZnSe parameters. With the electric field, the spin dynamics evolves from ZnSe-like to GaAs-like [1]. 
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Figure 2. Conduction and valence electron energies versus magnetic field along the growth direction of 
InAs self-assembled quantum dots with diameter 10 nm and height 2 nm. For conduction electron states, 
the Zeeman splitting between the spin up and down states scales linearly with magnetic field, yielding an 
effective gyro-magneto ratio ranging from 2.0 to 3.5. For valence electron states, the Zeeman splitting 
demonstrates a nonlinear response to the magnetic field [2]. 

 
Figure 3. Absorption rate versus excitation energy for InAs self-assembled quantum dots with diameter 
10 nm and height 2 nm with various magnetic fields B.   Only the electron-hole pairs with zero angular 
momentum difference exhibit strong absorption rates. Magnetic fields split the absorption peaks due to 
the Zeeman splitting, but preserve the selection rule of the absorption rates [2].  
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Figure 4. Time evolution of average electron-spin polarization under the hyperfine interaction 
with about 30000 nuclear spins in an InAs self-assembled quantum dot. The average spin 
polarization decreases exponentially with a decoherence time on the order of 1 µs [3].   
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SQUID DEVELOPMENT FOR APPLICATIONS IN FUNDAMENTAL PHYSICS 
AND ASTRONOMY 

 
Interim Report 

 
JPL Task 1024 

 
Peter Day and Rick Leduc 

Superconducting Materials and Devices Section (386) 
 
 
A. OBJECTIVES 
 

Future experiments in many areas of physics and astronomy will require extraordinarily 
sensitive detectors, which in turn require very low noise amplifiers for their readouts.   The goal 
of this task is to develop low-noise amplifiers based on superconducting quantum interference 
devices (SQUIDs) which are suitable for many of these applications.  The principal improvement 
required over commercially available systems is larger bandwidth, but that larger bandwidth 
cannot be gained at the expense of noise performance. 

 
In order to design a SQUID that is both fast and low-noise, we have adopted the two-

stage architecture developed originally by Welty and Martinis.  In this architecture, a 
“preamplifier” SQUID is followed by an array of, typically, one-hundred SQUIDs wired in 
series.  If the series array can be modulated coherently, the signals from the individual SQUIDs 
add, amplifying the signal from the preamp SQUID to a level compatible with a room-
temperature amplifier stage. 

 
One application of these SQUID amplifiers is to Nuclear Magnetic Resonance (NMR).  It 

is our objective to supply these devices to the Low-Temperature Physics group at USC headed 
by Professors Hans Bozler and Criss Gould, for use with NMR measurements on helium films at 
millikelvin temperatures. 
 
B. PROGRESS AND RESULTS 
 

1. Fabrication Process Development 
 

We have developed a seven-layer process for the fabrication of SQUIDs and 
SQUID arrays.  The process includes three separate superconducting niobium wiring layers, 
three silicon monoxide dielectric layers, a resistor layer, and aluminum oxide Josephson 
junctions.  The first layer is the first niobium wiring layer.  To enable this layer to withstand 
subsequent etch steps, a technique of sandwiching aluminum etch-stop layers inside the niobium 
was developed.  The aluminum is not etched by the fluorine chemistry used for the niobium etch, 
but it is vulnerable to ion milling, so must itself be protected with layers of niobium.  The second 
layer is the PdAu resistor layer.  This alloy was chosen because it is non-superconducting at any 
temperature and for its moderately high resistivity.  The third layer is the first SiO dielectric 
layer used for insulating the resistor and first wiring layers.  The forth layer is the niobium-
aluminum oxide-niobium trilayer from which the junctions are made.  The oxidation pressure 
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and times for making the comparatively low critical current junctions used for SQUIDs were 
investigated.  The fifth layer forms the junctions from the trilayer, using a self-aligned liftoff 
technique (that was developed for SIS mixers), where the top layer of the trilayer is etched away 
and replaced with SiO.  The sixth layer is an additional SiO layer, added to avoid problems with 
short circuits.  The final layer is the topmost wiring layer.  A picture of a fabricated two-stage 
SQUID amplifier is shown in fig.1. 

 
 

2. SQUID amplifier design 
 

The two-stage amplifier shown in figure 1 incorporates a transformer-coupled input 
stage.  This design allows for a much smaller SQUID loop because the multi-turn transformer is 
on a separate washer.  There has been some indication that this separation of the input coil and 
SQUID loop can lead to better noise performance because the parasitic resonances associated 
with the large input coil have less of an effect on the SQUID.   The second stage is an array of 
one hundred SQUIDs in series.  A 7-turn input coil is placed on top of the array in a way that is 
intended to minimize the uncoupled flux. 
 

3. SQUID amplifier test results 
 

We obtained modulation depth of up to 1.2mV and a maximum transfer function slope of 
5000V/A, which are comparable to the best reported results in the literature.  A scope trace of the 
transfer function is shown in figure 2. The SQUID noise is 1 micro-phi0 for a 1-second 
bandwidth, corresponding to 1 pico Amp for the input coil used.  A lower limit on the bandwidth 
is 600kHz, but that value may be limited by emi filters in the test system. 
 

 
4. NMR results 

 
One of these devices was mounted in a dilution refrigerator system at USC and used to 

measure NMR signals from a sample cell containing a helium film.  Signals from the helium film 
and carbon substrate could be observed simultaneously for the first time, as illustrated in figures 
3 and 4. 
 
C. SIGNIFICANCE OF RESULTS 
 

This task developed high-bandwidth SQUID amplifiers with noise performance 
exceeding commercially available devices. 
 

The results indicate that such devices, which have application to astrophysical 
instrumentation, can be reliably fabricated at JPL’s Microdevices Laboratory.  
 
D.       FINANCIAL STATUS          

        
The total funding for this task was $115,000, of which $85,000 has been expended. 
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E. PERSONNEL               
 

No other personnel were involved. 
 
F. PUBLICATIONS AND PRESENTATIONS                              
 

[1] Zhang J., Fink B.R., Bozler, H.M., Gould C.M. and Day, P.K., SQUID NMR at 
Millikelvin Temperatures, presented at the 2003 March APS Meeting, Austin 
Texas. 
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[1] Welty R.P. and Martinis J.M., IEEE Trans. Appl. Supercond. 3, 1808 (1993). 

 
H. FIGURES                                                       
 
 

 
Figure 1.  Picture of a fabricated two-stage SQUID amplifier. 

 
 
 



 156

 
Figure 2.  Scope trace showing a transfer function through the amplifier.  (Courtesy of H. Bozler). 

 
                                                 
 

 
Figure 3.  NMR signal from a sample cell at millikelvin temperature.  (Courtesy of H. Bozler). 
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Figure 4.  Fourier transform of the NMR data showing the signals from the helium sample and the carbon 
substrate.  (Courtesy of H. Bozler). 
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SUBMILLIMETER-WAVE MOMED MIXERS FOR EARTH AND PLANETARY 

REMOTE SENSING 
 

Final Report 
 

JPL Task 1025 
 

John J. Gill, John E. Oswald, Peter H. Siegel, Microwave and Lidar Technology Section (386) 
Michael Janssen, Earth and Space Sciences (320) 

 
A. OBJECTIVES 
 

In recent years, our team at JPL demonstrated a new style of device technology, 
MOMED (Monolithic Membrane Diode), to replace the earlier QUID (Quartz Upside-down 
Integrated Diode) technique [1-2]. The objective of this project is to analyze, design, fabricate, 
and demonstrate a 557-GHz fundamental mixer (heterodyne downconverter), based on MOMED 
technology, which can cover 530-595 GHz with a minimum instantaneous IF (intermediate 
frequency) bandwidth of 3 GHz. Replacing the QUID technology with the MOMED process will 
substantially improve the repeatability, sensitivity, reliability, and performance of the final 
circuit. Specific sensitivity goals are < 1500K double sideband (DSB) for the downconverters 
with local oscillator (LO) power requirements below 3 mW. If successful, the same technology 
can be applied to 200, 400, and 600 GHz receivers for MLS (Microwave Limb Sounder), 500-
600 GHz receivers for SIGNAL (a proposed Mars Scout mission instrument) and VESPER 
(Venus Sounder), future channels on SIRICE (a proposed Submillimeter Infrared Ice Cloud 
Experiment) from 190 to 900 GHz, or future channels on SWCIR (Submillimeter Wave Cloud 
Ice Sounder) at 900 and 1200 GHz. 
 
B. PROGRESS AND RESULTS 
 

1. Science Data 
 
The first stage of the work focused on the use of analytic tools for the design of the mixer 

device, the embedding circuitry and the feed horn.  The mixer diode was modeled from the 
device parameters including the semiconductor doping level and the available anode sizes (see 
Figure 1). The analytical results suggest the fundamental mixer design can achieve a single side 
band (SSB) noise temperature of approximately 1000K with between 7 and 8 dB of conversion 
loss (not including circuit losses expected to be about .5 dB) using an LO power level of about 
0.5 mW (at the diode) [3]. Analytical results of subharmonic mixer design at 560 GHz suggests a 
SSB noise temperature of 3000K, with an LO requirement of 1 mW per diode. 

Next, the passive embedding structure (see Figure 2), including the microstrip filter (for 
signal separation) and a broadband wave-guide coupling probe, was designed and analyzed.  The 
circuit parameters were optimized to match the diode operating impedance in order to achieve 
the desired RF bandwidth (530-595 GHz) while maximizing the IF bandwidth of the mixer. 
Along with the fundamental design, two subharmonic circuit topologies were investigated. One 
has broad RF bandwidth at the expense of some performance, the other is narrower, but with 
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better performance. The projected SSB noise performance of all three designs is indicated in 
Figure 3. Due to the inherent difficulty in optimizing the narrow-band design, and to an error, the 
narrower design’s calculated performance is about the same as that of the broader design. The 
fundamental design shows substantial superiority in noise temperature, though this would be 
somewhat offset in the full circuit, since external lossy components will be required to separate 
LO and RF signals. 

 
Simulations of the mixer circuit were performed with variations on the LO drive level, 

diode size, and the semiconductor doping level. This investigation has given us the information 
necessary to optimize the three types of design. Subsequently, the designs were laid out on a 
mask encompassing an appropriate array of variations to allow us to home in on the best device 
design during the empirical measurement phase of this task. 

 
An input wave-guide corrugated feed horn was separately designed analytically to 

achieve low sidelobe levels and E/H plane symmetry across the broad bandwidth of operation.  
The feed horn was attached separately to the mixer block during testing. 

 
2. Other Results 
 
The processing of the mixer device has finished successfully (See Figure 4). The 

processed wafers are diced into smaller chips for post-processing, which includes backside 
substrate thinning, device releasing and a picking-up device for characterization testing.  
Currently, devices are ready for testing, but due to budgetary concerns, the project is unable to 
continue at this point. 

 
Two 560-GHz subharmonic mixer-block designs have been fabricated: one incorporating 

a tunable backshort, the other having fixed-position tuning short circuit in the wave-guide based 
on analytical results. Designs for the fundamental mixer block  have been completed but not 
fabricated. 

 
Fabrication of two corrugated feed horns is approximately 80% complete, but awaits 

additional funding.  
 
C. SIGNIFICANCE OF RESULTS 
 

Thus far, this task has developed a design for a broadband fundamental mixer operating 
at a center frequency of 557 GHz with a SSB noise temperature of about 1000K with low LO 
power requirements. The task also developed a 557-GHz subharmonic mixer with 2500K 
requiring approximately 5 mW of LO power at 280 GHz. This represents a significant 
improvement (by nearly a factor of 2) over the noise performance of the subharmonic QUID-
style mixers at similar frequencies previously made for the MIRO (Microwave Imager for 
Rosetta Orbiter) and EOS-MLS (Earth Observing System Microwave Limb Sounder) 
instruments at JPL.   
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Furthermore, by taking advantage of circuit design and assembly-cost-and-time-reduction 
techniques developed for the Herschel HIFI project, the reliability, time to deployment, and cost 
effectiveness will enable many future missions. 

 
The sensitivity of these mixers can allow for much shorter spectral line observation times 

as well as the detection and characterization of weaker lines.  The large observational bandwidth 
of the mixer can allow for a single receiver to measure many more spectral lines.  This can lead 
to a less complex, less costly instrument by requiring fewer distinct receiver systems. 
 
D. FINANCIAL STATUS                 

Total funding for this task is $ 274,000.00, of which all has been expended. 

 
E. PERSONNEL               
 

In addition to the personnel listed at the top of this report, Erich Schlecht of the 
Microwave and Lidar Technology section (386) participated in the design of the mixer, and 
Aluizio Prata of section 336 participated in the design of the feed horn.   
 
F. PUBLICATIONS                                 

 
[1] E. Schlecht, J. Gill, P. Siegel, J. Oswald, I. Mehdi, “Novel Designs for 

Submillimeter Subharmonic and Fundamental Schottky Mixers”, Proceedings, 
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(a)                                                                         (b) 
Figure 4:  Fabricated MOMED mixer devices (a) 640 GHz mixer, (b) 560 sub-harmonic 
mixer. 
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A MICRO TURBINE POWER SOURCE FOR DEEP-SPACE APPLICATIONS 
 

  
Final Report 

 
JPL Task 1027 

 
Dean Wiberg, In Situ Technology and Experiments Systems Section (384) 

Beverley Eyre (384) 
Victory White (384) 

A. OBJECTIVES 
 

The problem addressed by the proposed work is to develop a Micro-Electromechanical-
Systems-based meso-scale power supply to meet requirements for deep-space power. The device 
proposed to satisfy this requirement is a 9-cm3 MEMS-based turbine generator producing up to 
50 Watts of electrical power, operating with a closed cycle of xenon at 10 atmospheres pressure, 
capable of operation with internal combustion, concentrated solar radiation or radionuclides as 
the heat source. The deep-space environment is intrinsically challenging for power sources since 
the solar-radiation flux for power generation is low, and the extreme cold creates problems for 
the kinetics of electrochemical-based systems such as batteries, and readily freezes the water 
present in fuel cells. Mass and volume are at a premium as well. These issues suggest a power 
source with high energy and power densities capable of operating at extremely low temperatures.  

 
Internal combustion devices represent about an order of magnitude improvement in 

energy density over batteries. The turbine generator described in this proposal, consuming 
around 15 gm/hr of 10 kWhr/kg fuel, represents an energy density of 1.7 kWhr/kg, which 
includes the fuel for 1 hour of operation. This compares with about 0.3 kWhr/kg for macro-scale 
primary Lithium batteries. The recent development of a 3D LiGA (X-ray-lithography-based 
micro-fabrication technology) capability at JPL will enable the precision fabrication of the highly 
miniaturized turbine-based power generator. 

 
The proposal listed two basic objectives with four sub-objectives. They are: 

1) Globally, to develop a 9-cm3 MEMS-based turbine generator producing up to 50 W of 
electrical power. It will operate with a closed cycle of xenon at 10-atmospheres pressure. The 
initial plan incorporates an internal combustion heat source. 
2) The DRDF seed money here is for the development and demonstration of critical basic 
concepts of design and fabrication of this device. These include: 
 

a) Design and fabricate a meso-scale closed-cycle turbine demonstration unit at a scale 
manufacturable using conventional high-precision fabrication technologies. 

 b) Characterize the performance of a closed-cycle demonstration unit. 
c) Design and fabricate, for concept demonstration purposes, a representative turbine 
using 3D LiGA. 

 d) Prepare a final report documenting all findings and results of the project. 
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B. PROGRESS AND RESULTS 
 
   The tasks for this project were divided up between JPL and Dr. Phil Muntz’s group at USC. 
The initial design was done collaboratively between both groups. The figure below represents the 
initial concept of the miniature turbine (fig #1) 
 

 
Figure 1: Schematic of Miniature Turbine Power Source 

 
This design incorporates a single shaft for the turbine and compressor, and bearings 

coated with Argonne nanocrystalline diamond (ANCD). It also has an initial design for the 
thermal management system. This system, however, needs real data from test runs to go from the 
initial design stage to one that will work with real components. Because of the complexity of the 
device, design and fabrication are interrelated, and both will progress in iterative steps towards a 
final device. 
 
   JPL was tasked with the process design for 3D LiGA, and management of the project. USC 
was tasked with the construction of the test-bed facility, design and fabrication of the 
demonstration unit, and test measurements. 
 
   3D LiGA Processing 

 
LiGA (Lithographie Galvanoformung Abformung: a German acronym meaning 

lithography, electroplating, and mold-making, describes the processing steps involved in this 
technology) has become an important approach for making precise micro- and meso-scale parts 
for many systems on all scales. In brief, the long polymer chains in a high-molecular density 
acrylic (PMMA: polymethyl methacrylate) are broken up by exposure to soft X-rays generated 
by a synchrotron source. The acrylic is patterned by masking (blocking) some of the X-rays with 
a patterned gold mask. The acrylic is then placed in a developing bath to remove the “exposed” 
acrylic, leaving the unexposed material in the desired pattern. The acrylic is then used as a mold 
for electroplating (fig #2). 
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One objective of this project is to expand LiGA technologies into the area of 3D parts 
using inverse tomography. Traditional LiGA parts are called “2-dimensional” because parts are 
only patterned in the x-y plane. The z dimension is always a straight vertical sidewall (fig #2). 

 
However, tomography, the ability to reconstruct 3-dimensional objects using 2-

dimensional projections, is a natural solution to the problem of fabricating 3-dimensional LiGA 
parts. In theory, by using multiple masks and dynamic, multi-axis scanning techniques, exposed 
and developable areas within a substrate can assume arbitrarily complex shapes.  

 
 
 
 
 

                                                    
 
 
The development of a full 3D LiGA capability was broken down into several stages. 

Initially we focused on creating parts with angled sidewalls using a multi-scanning approach; 
one scanner for translation and one for rotation (fig #3 and #4). 

 

                    
 

   Figure 3: Translational Scanner       Figure 4: Rotational Scanner              Figure 5: Proposed 3D part 
 

The rotational scanner is mounted on the chuck on the front of the translational scanner to 
achieve a complex scanning pattern in the path of the beam. Figure #5 shows the design of  the 
intended 3D LiGA part. Figures #6-8 show the results of this initial effort. Figure #6 is an ultra-
thick PMMA substrate mounted on a plating base consisting of a silicon wafer coated with 
titanium-copper-titanium. Figure #7 is a close-up of the exposed and developed substrate, 
showing the bottom of the inverted cone. Figure #8 shows the electroplated cone before the 
PMMA is dissolved away. 
 
      Because of the complexity of the proposed turbine blades, another intermediary step was 
undertaken in the development of 3D LiGA. One of the limiting parameters in LiGA is the 

Mask 

Acrylic 
Substrate 

Exposed and 
developed substrate 

Electroplated 
part 

Finished Part z 

Figure 2: The LiGA Process 

z direction is a straight sidewall in 
traditional LiGA 

X-rays 
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thickness of the PMMA films. JPL has successfully researched and fabricated parts using ultra-
thick films, with one goal: to find the film-thickness limits inherent in X-ray exposure and 
development of PMMA, while maintaining precision. In the final stage of full inverse-
tomographic LiGA processing, this limit in film thickness will translate into maximum part size. 
However, for this project, a novel method of “stacking” several PMMA films to create one part 
is being tried to get around these limits in size. Figure #9 shows the initial design of a 
compressor to be fabricated using this “stacking” approach. In this process, 5 different substrates, 
all exposed using the 3D multi-scanning system developed in the earlier process development 
stage, are made and then combined in a stack prior to electroplating (figure #10) on top of a 
“core” that has been conventionally machined. 
 

                                          
 
          Figure 6: Exposed and       Figure 7: Close-up of          Figure 8: Electroplated cone 
          developed substrate            micro-mold ready to be        
                                                      electroplated. 
 

Figure #11 shows the actual core and the exposed PMMA substrates prior to 
electroplating. Prior to electroplating, a new plating chuck is being designed and fabricated, 
building on our experience with electroplating “unbonded” PMMA (PMMA not bonded to a 
plating base prior to exposure). This chuck will apply pressure to hold the parts in place and 
prevent the flow of the electroplating solution into unwanted areas. 
 

      
Figure 9: Compressor design   Figure 10: Stacks of         Figure 11: Core and stacks of PMMA                        
                                             PMMA and machined core     mounted on core. 
 

Finally, the results of our experience in the prior stages of research is being incorporated 
into a final design of a new LiGA scanner which will be programmable along 3 axes of 
translation and 3 axes of rotation to achieve not only full inverse tomography, but parts that are 
able to be designed and fabricated in stages to be “stacked” prior to electroplating. This will 
greatly enhance the range of possible parts addressable by LiGA technology. 
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USC: Test Bed and Demonstration Device 
 

Figure #12 shows the design of the demonstration “test bed” device for this project. It 
consists of two basic stages of a turbine and a compressor connected by a shaft, as well as the 
heat-exchanging system. The shaft originates in a motor/generator to drive the system. The 
purpose of this setup is not only to demonstrate the concept, but to produce data that can be fed 
back into the final designs of the turbine, the compressor, and the thermal-management system. 
 

The gas used will be xenon in a closed system. Xenon will reduce the required rotational 
speed to approximately one-half that required by air for efficient operation. It will also operate at 
3-10 atmospheres, which will significantly increase the Reynolds Number, thus increasing the 
efficiency by an order of magnitude over air. 

 
Figure 12: Diagram of the test bed setup 

 
   Figure #13 is a spreadsheet that shows both real and estimated performance parameters 
for the compressor stage. The real performance data was measured from a small compressor, 
with a diameter of 2 cm, that was used as a model for the design of the miniature version. The 
projected estimates are for miniaturized versions of the same design. These estimates show that 
by reducing the size of the compressor by a factor of 2, to a 1-cm diameter, a net power output of 
787 watts can be projected. And by reducing it 4 times to a diameter of 0.5 cm, the size required 
for this project, we can expect a power output of 242 watts, 4 times the power of the project 
specifications of 50 watts. 
 

 
 

Figure 13: Measured and projected power estimates for compressor 

compressor
diameter 
(cm) RPM for M

Estimated
Pressure 
Ratio Mdot (kg/s) Outlet Temp

Outlet Stag.
Temp

Compressor
Efficiency

Approx Inlet 
Re (Based on 
tip radius, 
Po1=5 atm)

Approx Outlet 
Re (Based on 
tip radius, 
Po3=9.5 atm)

Assumed 
Temp after 
heating

Assumed 
temp after 
turbine

0.5 700000 1.9 0.01 362 399 0.95 2.40E+05 2.85E+05 1200 1050
1 350000 1.9 0.04 375 414 0.87 4.80E+05 5.70E+05 1200 1050
2 175000 1.9 0.15 380 421 0.82 9.60E+05 1.10E+06 1200 1050

compressor
diameter 
(cm)

Assumed
Pressure 
ratio 
across 
turbine

Turbine 
Efficiency

Power Draw
by 
compressor

Power 
output 
by turbine

Net Power
Output (W)

Exhaust 
Recupe. 
Efficiency

Preheated
Gas Temp

Power Req'd
to Heat to 1200 
K (W)

Combustion
Heat 
Transfer 
Efficiency

Fuel 
Consumption
g/hr

0.5 1.9 0.95 142.55 384.95 242.40 0.75 887.25 467.96 0.65 71.99
1 1.9 0.87 622.32 1409.40 787.08 0.75 891 1848.40 0.65 284.37
2 1.9 0.82 2641.40 5314.30 2672.90 0.75 892.75 7352.70 0.65 1131.18



 

 170

 
  Scaled down compressors have been fabricated using a material called “alginate.” This 
material will shrink down isometrically with water evaporation, thus duplicating a part on a 
smaller scale. This scaling down can be done multiple times, with each reduction scaling it down 
by approximately a factor of 2.  
 

Using this reduced-size compressor, an assembly was constructed with the compressor, a 
diffuser plate, and volute (figure #14). 
 

The test-bed design for the compressor and turbine are shown in figures #15 and #16. 
These parts will be tested separately, and then combined into one closed-system experiment. 
Although pictures of the test bed are not currently available, the compressor test bed has been 
constructed, and experiments and measurements will commence soon. The test bed for the 
turbine is partially constructed, and will be finished soon. 
 

    
 

Figure 14: Compressor, diffuser, and volute assembly 

   
                   Figure 15: Test setup for compressor           Figure 16: Test setup for turbine 
 
C. SIGNIFICANCE OF RESULTS 
 

Although a final device has not been constructed, significant progress and results have 
been achieved towards the project’s objectives. A miniature turbine system has been designed, 
and steps toward its fabrication have been designed and implemented. These include a larger-
scale demonstration device for the purpose of proving the concept and gathering data for the 
smaller-scale version. The process of fabricating parts using 3D LiGA techniques has been 
demonstrated by fabricating parts with non-straight sidewalls using multi-scanning. Stackable 
PMMA substrates have been made, each substrate having a different mask to be later combined 
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into one single part. And finally, designs for possible 6-degree-of-freedom programmable 
scanners for inverse-tomographic LiGA have been made, ready to be constructed. 
    

A  larger-scale demonstration compressor has been fabricated and assembled with a 
diffuser and volute, and mounted into a test setup. The test setup for the turbine has also been 
partially constructed, and is close to being ready for active measurement. Measurements of the 
model compressor have been taken which show that, with a similar blade geometry, it is realistic 
to project a successful power output of over 50 W.  
 
D. FINANCIAL STATUS        

The total funding for this task was $125,000, all of which has been expended. 
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FACE-UP INTEGRATION THROUGH MEMBRANE TRANSFER (FUIMT):   

A NEW READOUT TECHNIQUE FOR ALGAN DETECTORS  
 

Final Report 
 

JPL Task 1033 
 

Xinyu Zheng, Space Experiments Systems & Technology Section (387) 
 
 
 
A. OBJECTIVES 
 

In recent years, AlGaN has emerged as the most suitable material for visible-blind or 
solar-blind photodetection [1]. Since the bandgap of AlGaN can vary from 3.4 eV to 6.2 eV as a 
function of the alloy composition, the long-wavelength cutoff can be tuned from 365 nm to 200 
nm, to allow a ~106 rejection of the omnipresent visible and infrared background (Fig. 1).  This 
high rejection feature is important to NASA because it will largely reduce the size and weight of 
the sensor system by drastically reducing or eliminating the requirement for filtering and cooling 
sub-systems. Another unique feature of the AlGaN sensor is high quantum efficiency that is a 
consequence of the direct band structure.  Additionally, the wide-bandgap nature of AlGaN 
permits an extremely low dark current and substantial radiation tolerance. With these important 
features, AlGaN-based photodetectors can offer significant advantages over PMT, MCP 
(Microchannel Plate) and CCD image families in terms of solar-blind performance, size, cost, 
robustness, complexity and bandwidth. This new class of photodetector will provide exclusive 
opportunities for UV astronomy, Earth observation, and the search for astrobiological 
biosignatures.  Developing the AlGaN-based photodetector and its image sensors will meet 
NASA’s urgent requirement for high-performance, low-weight and robust visible-blind /solar-
blind /FUV/EUV observation instruments.   

 
The two breakthroughs demanded for realization of high performance AlGaN image 

sensors are (1) revolutionary advances in material growth, and (2) a hybrid integration technique. 
This project focused at the second area, the integration technique. To date, only back-illuminated 
AlGaN imaging arrays with flip-chip hybrid integration to CMOS readout circuits have been 
reported [2]. However, flip-chip integration is not viable for a high-performance AlGaN image 
sensor for several reasons: (1) Flip-chip, ideal for IR imagers, yields much larger pixel pitches 
(e.g., 20-50 µm) than what is permitted by the physical limit of UV detection, which can attain a 
pitch size as small as a couple of microns.  (2) In the flipped structure, there is incorrigible 
contradiction between the optical and electrical roles of the buffer layer. For example, extremely 
low quantum efficiency is evident for the published flip-chip imager because of the 
overwhelming UV absorption in the outward GaN buffer layer. In order to improve the passband, 
high AlN mole fraction is suggested for the buffer layer. However, the severe difficulties in 
doping high-Al content AlxGa1-xN (x > 0.5-0.6) will set a limit for the short-wavelength cutoff of 
the flip-chip imager (see Fig. 2). In other words, detecting UV below 270 nm using a flip-chip 
imager will be very difficult. (3) In the flip-chip structure, decoupling the photodetectors 
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electrically from the high-dislocation-density buffer layer is almost impossible. Since AlGaN 
material is always prepared on lattice-mismatched substrate (typically sapphire or SiC) by 
epitaxial growth, the dislocation density in the buffer layer can be as high as 109 cm-2, which 
causes a dark current several orders of magnitude higher than the intrinsic leakage current that 
one can expect for a perfect AlGaN material. Different growth techniques have been developed 
to reduce the dark current by eliminating the dislocation gradually or simply blocking the 
threading dislocations using mask layers. Lateral Epitaxial Overgrowth (LEO) [3] is among the 
most effective techniques. LEO can provide a virtually dislocation-free top layer by blocking the 
threading dislocations with special SiO2 mask(s). However, this technique obviously is suitable 
only for a front-illuminated photodetection structure, but not for a back-illuminated structure, 
because there the buffer layer is in close conjunction with the active device layer.    

 
For these reasons, we suggested developing a new integration technology that features a front-
illuminated AlGaN imaging array bonded on a CMOS read-out circuit. The major advantages of 
the new structures include a compact pixel design, a wide but tunable UV coverage, which can 
extend to very short wavelengths below 100 nm, and very high quantum efficiency. Also, the 
new structure will be constantly compatible with the progress of advanced material techniques, 
so a continuous reduction of the dark current can be expected. The involved integration 
techniques include separation of processed AlGaN membrane from its substrate, transferring and 
aligning the membrane to the CMOS wafer, bonding the membrane and the wafer permanently, 
and creating interconnection between each AlGaN photodetector and its read-out circuit.  
 
B. PROGRESS AND RESULTS 
 

1. Science Data 
 

In this research, a complete survey has been conducted to find the state-of-the-art 
techniques that might be applicable to the new structure. Based on feasibility investigation of 
these techniques, the overall structure of a front-illuminated AlGaN image sensor (shown in Fig. 
3) and its processing technique (illustrated in Fig. 4) have been figured out. To form the 
structure, AlGaN photodiode arrays and CMOS read-out circuits are separately fabricated at first. 
Then the AlGaN/GaN membrane is lifted off the sapphire substrate using laser lift-off technique, 
followed by transferring and aligned bonding of the membrane to the CMOS wafer. 
Interconnection is finally made to connect the imaging array to its read-out circuit. The main 
composing techniques are briefly described below. 
 

(1) Laser Lift-off (LLO) technique, which was developed by Professor T. 
Sands and Professor N. W. Cheung at UC, Berkeley [4], is ideal for removal of the AlGaN 
photodetector membrane from its sapphire substrates. By rastering a pulsed UV excimer laser 
beam through the sapphire substrate across the bottom interface of the AlGaN/GaN membrane, 
instant decomposing of a very thin layer of GaN (less than 10 nm) into nitrogen gas and metal 
gallium will occur. Then, by heating to about 40°C, freestanding or attached AlGaN membrane 
can be removed from its sapphire substrate, as shown in step (b) of Fig. 4.  
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(2) The task of transferring and bonding the membrane to the CMOS wafer 
can be implemented with a transparent transfer holder, permanent and temporary polymide 
adhesives, and a special bonding aligner, as illustrated in steps (b) and (c) of Fig. 4.  

 
(3) Holes etched through the AlGaN membrane (see (a) and (d) of Fig. 4) can 

help to achieve compact and reliable interconnection between each photodiode and its read-out 
circuit.   
 

 
C. SIGNIFICANCE OF RESULTS 
 

This task developed a concept of a novel hybrid AlGaN image sensor. A unique front-
illuminated structure and corresponding processing procedures have been figured out for high-
performance solar-blind or visible-blind UV imaging. 
 

The study indicates that (1) The front-illuminated AlGaN imaging structure will result in 
much better performance than the conventional flip-chip structure in terms of pixel compactness, 
quantum efficiency, FUV and EUV coverage, and dark current. (2) The front-illuminated 
imaging structure can be realized by utilizing a series of well-developed state-of-the-art 
techniques. (3) The front-illuminated AlGaN image sensor will be well compatible with the 
development of AlGaN material techniques so that extremely low dark current can eventually be 
achieved with this structure.  
 
D. FINANCIAL STATUS                 

The total funding for this task was $30,000 all of which has been expended. 

 
E. PERSONNEL               
 

No other personnel were involved. 
 
F. PUBLICATIONS                                 
 

None. 
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Fig. 1  Comparison of AlGaN photodetector’s 
UV coverage with other techniques 

Fig. 2   Comparison of the front-illuminated 
structure’s responsivity with the 
back-illuminated structure 
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Figure 4 The main processing steps for fabrication of the proposed structure 
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A. OBJECTIVES 

 
Glaucoma (Fig. 1) is a disease affecting millions of people in the US alone every year. 

Elevated intraocular pressure (IOP), the most common cause of glaucoma, slowly kills the optic 
nerve starting from the outside and progressing to the inside. Not surprisingly, this manifests 
itself at first in peripheral visual field loss. A novel computer-automated visual field test that is 
capable of detecting early glaucomatous visual-field loss has recently been developed jointly by 
Caltech and USC [1-6]. If untreated, glaucoma leads to blindness. In general, glaucomatous 
visual-field loss is considered irreversible. The usual treatment for glaucoma can be as simple as 
administering eye drops. 

 
There are a number of external eye-pressure-measuring devices (e.g., Tono-pen) in 

existence. The problem with most of them is that they are fairly imprecise (e.g., dependent on 
corneal thickness and elasticity) and/or can only be administered at a doctor’s office. For 
example, non-contact tonometry using pneumatic systems (“air-puff”) is very dependent on the 
eye wall and corneal rigidity and can be grossly wrong because these factors are not taken into 
account. Therefore, systems based on non-contact tonometry are not good screening devices. All 
other technologies require touching something to the eyeball (i.e., cornea) and thus can only be 
done in an ophthalmologist’s or optometrist’s office. 

 
More realistic IOP measurements can be obtained from within the eye. A variety of 

devices for this purpose have been proposed or developed in the recent past [7-13]. However, 
none of the micromachined devices are being used as a standard method to measure IOP because 
they are too invasive to be implanted and/or have not been validated in a realistic variable-
pressure environment (e.g., animal eye). 

 
It is known that the IOP within the same eye of a person undergoes drastic changes 

(oscillations) during the 24 hours in a day (Fig. 2); thus a pressure measurement at a doctor's 
office can at best only get a snapshot in time of the currently prevailing intraocular pressure, 
missing all the other oscillations. Consequently a sporadic IOP measurement may still not 
prevent glaucomatous damage from happening. 
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A self-checking non-contact IOP-monitoring system with daily readout that measures the 

true intraocular pressure is very important and much needed. Beyond the screening for high IOP, 
there are issues related to drug therapy for glaucoma and how to titrate and monitor these 
treatments: While on therapeutic eye drops, one often sees salient and transient periods of 
breakthrough elevation of the IOP which can damage the eye. Therefore we would like our 
proposed wireless intraocular-pressure sensor (WIPS) to red-flag even one such violation. This 
close monitoring of the IOP would greatly help the control and optimization of glaucoma drug 
therapy, especially for patients who already have the diagnosis of glaucoma. 

 
From a JPL-NASA point of view, the proposal addresses an important aspect of human 

space flight: According to the Space Medicine Office at NASA’s Johnson Space Center, 
intraocular hypertension and intracranial hypertension due to microgravity are known problems 
in the operative environment of space flight. Thus, monitoring IOP is essential for long-duration 
space missions, and enhances the chances for timely countermeasures before astronaut 
performance is impaired or permanent damage encountered. 

 
Our proposed goal is to develop, as a first step, a prototype of a pressure sensor that in the 

end would be accurate and small enough to be implantable in the eye, to monitor the intraocular 
pressure continuously or on demand. 
 
B. PROGRESS AND RESULTS 
 

Goals of DRDF proposal accomplished: 
• Creation of a Breadboard test bed (Fig. 3) 
• Creation of a Breadboard design (non-implantable, Fig. 4) consisting of a 

commercial-off-the-shelf (COTS) pressure sensor and a low-power and wireless 
readout circuit for measuring the intraocular pressure 

• Creation of a Brassboard test bed (Fig. 5) 
• Creation of a Brassboard design (non-implantable, Fig. 6) consisting of a COTS 

pressure sensor and an integrated low-power and wireless readout circuit 
• Several alternative/additional circuit designs have been investigated. 

 
C. SIGNIFICANCE OF RESULTS 
 

This task developed the foundation for an implantable wireless intraocular-pressure-
sensing device and paved the way for the future development of an implantable intraocular-
pressure controller that would automatically control the IOP and keep it below a preset level at 
all times, thus preventing the onset or progression of glaucoma. 
 
D. FINANCIAL STATUS                 

The total funding for this task was $50,000 all of which has been expended. 
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H. APPENDIX:  SUPPORTING FIGURES                                        
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Fig. 3: 

Fig. 4: 
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 Fig. 5: 

Fig. 6: 
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A. OBJECTIVES 
 

The Tropospheric Emission Spectrometer (TES) is widely considered to be the next-
generation technology for space-based millimeter, sub-millimeter and x-ray astronomical 
observations.  These sensors are superior to bolometric sensors using neutron transmutation 
doped (NTD) germanium because of their greater bandwidth and higher operating temperature.  
In addition, TESs are fabricated using standard lithographic techniques, making them suitable for 
the large-format focal-plane arrays required for future space telescope missions such as SAFIR, 
CMB-POL and Constellation-X.   An unsolved problem is the readout scheme for large arrays of 
TESs.  Individual sensors are read out using a Superconducting Quantum Interference Device 
(SQUID), a type of current amplifier that operates at cryogenic temperatures.  To keep the 
number of wires running between the cooled focal plane and the room-temperature electronics 
manageable, a low-temperature multiplexing scheme must be implemented.  One strategy being 
pursued by a group at NIST is to wire traditional analog direct current (dc) SQUIDs in an array 
and turn on a common bias current for columns of the array one at a time.[1]  The voltage 
measured on a common voltage lead wired across the array corresponds only to the SQUID in 
the activated column.  However this strategy often faces a challenge associated with crosstalk 
between lines and the settling time of the feedback circuit. 

 
To overcome these difficulties, we have proposed a new way to achieve the multiplexing 

readout technique for TES arrays.  The main idea is to convert the signal from each pixel of the 
detector to a digital representation immediately, using the superconducting version of a voltage-
to-frequency converter.  These devices, called relaxation-oscillation SQUID (ROS), use an 
inductively-shunted, hysteretic SQUID as a relaxation oscillator, converting a current signal -- 
from the transition edge sensor in this case -- into a train of pulses at a particular frequency 
corresponding to the current signal.  The signal is reconstructed with a simple counter at room 
temperature.  First-year objectives of the task are to simulate, design, fabricate and test a 
prototype ROS.   
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B. PROGRESS AND RESULTS 
 

1. Simulations and design of ROS 
 

 
A single Josephson junction is conveniently modeled by a shunted resistor (R) and a 

capacitor (C) together with the junction itself.  The junction consists of two superconductors 
separated by a thin insulating tunneling barrier.  The tunneling current through the barrier can be 
expressed by the dc Josephson relationship, I = I0 sinφ, where I0 is the critical current and φ is the 
phase difference across the junction.  Figure 1 shows the resistively-shunted-junction (RSJ) 
model.  These are parasitic elements in the SQUID, and are part of the fabrication.  In a 
relaxation oscillation superconducting interference device (ROS), a hysteretic dc SQUID is 
shunted by a series of a resistor (Rsh) and an inductor (Lsh) as shown in the Fig. 2.  The basic 
operation of such a circuit is that initially, the junction is in a superconducting state (zero-voltage 
stage), and thus shunts all current through the junction.  With the critical current is reached, the 

junction becomes no longer superconducting, and a voltage appears across the junction, as well 
as across the shunt branch.  The finite resistance in the junction now allows current to discharge 
through the shunt RL circuit.  When the current discharges to zero, the initial conditions are met 
again, and the charging and discharging repeats.  During the relaxation oscillation, the voltage 
across the ROS oscillates between V=0 and V~Vg.  Both the frequency and the duty cycle depend 
on the bias current and on the critical current.  The critical current is a function of the flux in the 
SQUID and, consequently, a ROS can be used as a flux-to-frequency or flux-to-voltage 
converter.  The natural frequency of the ROS can be adjusted by adjusting the shunt resistor and 

i

i sino φ C R

 

Figure 1 - Junction Model 
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Figure 2 - relaxation oscillation SQUID, single junction approximation 
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shunt inductor, as the charging and discharging times of the shunt branch determine the period of 
oscillations.  The period can be calculated as t0 = Ls/Rs ln[1-Imax(Φ)/Ib].[2]  In many analyses, it is 
convenient to consider the SQUID as a single junction with a critical current controlled by the 
applied field.  In this project, however, we have modeled a ROS with two junctions including the 
self-inductance of the superconducting for better predictions.  Results of time domain 
simulations are shown in Fig 3.  All the units are in MKS.  The output voltage is plotted against 
time, and the different colored curves are for different applied flux quanta through the 
superconducting loop.  As expected, different applied fluxes produce different periods of 
oscillation.  The results of the other simulations are shown in figures 4-8.  Figure 4 shows the 
different bias currents applied to the SQUID circuit.  It can be seen that as the bias current 
increases, the frequency of output is increased for the same applied flux.  When the current 
charges through the SQUID, current is decaying exponentially in the RL shunt circuit; when the 
current discharges in the SQUID, the current is charging exponentially and asymptotically to the 
bias current. By setting the bias current higher, the current charges and discharges faster, thus 
decreasing the period of oscillations and increasing the frequency. 

 
The next results involve changing the shunt resistance value. As mentioned before, the 

charging and discharging of the RL shunt circuit is at an exponential rate. With the voltage nearly 
constant, both when the Josephson Junction is in the superconducting state (V = 0) and when the 
Josephson Junction is not in the superconducting state (V = Vc), we can use the solution for a dc 
RL circuit to approximate the behavior of the current as: 

(1 ) charging case

( ) discharging case

Rt
L

b
Rt
L

b

I I e

I I e

−

−

= −

=

   

The L/R constant in the exponential is the time constant of the RL shunt branch. As R increases, 
and as L decreases, the time constant decreases. This would suggest a shorter period of 
oscillation and a higher frequency. This is the exact trend observed in figures 5 and 6.  We also 
attempt to observe any trends in changing the junction properties of the SQUID. Because these 
components are in parallel with each other, and are in series with the self-inductance of the 
SQUID, we would expect nonlinear results when manipulating these parameters. This is in fact 
what we get, as observed in figures 7 and 8.  There is no linear trend of the output frequency 
against the changing parameters. 
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Figure 3 – Relaxation oscillation outputs as a 
function of time 

 
Figure 4 – Effects of changing the bias current 

 

 
Figure 5 – Effects of changing shunt resistance 

 
Figure 6 – Effects of changing shunt inductance 
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Figure 7 – Effects of changing junction resistance 

 
Figure 8 – Effects of changing SQUID self-
inductance 

 
 

 
Based on the above numerical simulations of the ROS, we have developed three practical 
designs for ROSs for thin film fabrications.  Table 1 summarizes the current design parameters 
for three ROSs.  To obtain the relaxation oscillation condition, the effective hysterisis parameter 
βc

*, defined by 2πIcRsh
2Csq/Φ0, has to be close to unity. 

 
Table1.  Design parameter of JPL ROS device 

 
Parameters ROS_0.5 ROS_1.0 ROS_2.0 Definition 

Ic x2 45 45 45 Critical current junction (microA) 
Rd /2 28 28 28 SQUID shunt resistor (Ohm) 
Cj x2 0.8 0.8 0.8 Junction capacitance (pF) 

junction width 3 3 3 Micron 
Lsq 25 25 25 SQUID inductance (pH) 

     
Rsh 2 2 2 Shunt resistor  (Ohm) 
Lsh 3.7 2.1 1.0 Shunt inductor (nH) 
a 900 550 300 Square inductor dim. (Micron) 
b 10 10 10 Inductor wire dim. (Micron) 
     

f0 0.5 1.0 2.0 Resonance freq. (GHz) 
     

βc 90 90 90 Hysterisis parameter 
βc

* 0.5 0.5 0.5 ROS effective hysterisis parameter.
βL 0.6 0.6 0.6 Screening parameter 
     

In,Rd (rms) 9.1E-07 9.1E-07 9.1E-07 Current noise by Rd (A) 
In,Rsh (rms) 2.5E-07 3.3E-07 4.9E-07 Current noise by Rsh (A) 

     
Ιop 30.6 30.6 30.6 Optimal bias current (microA) 
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2. Fabrication of ROS 
 

Three different prototypes ROSs have been fabricated using thin films with the aid of 
photolithography.  The dc SQUID design is a typical circular washer style with a circular hole.  
Its inductance is given by L=µ0d where d is the diameter of the hole.[3]  The main junction is a 
trilayer structure Nb/Al-AlOx/Nb.  The resistor is made by depositing thin films of Pd-Au.  The 
shunt inductor is a single square loop of Nb.  The insulation between each layer is SiO2.  Tunnel 
junctions, the other Nb structures, were patterned with reactive ion etching.  Figure 9 shows a 
prototype ROS that has been fabricated.  We are currently testing the device at helium 
temperature. 
 

 

Figure 9.  Photographs of a prototype ROS under test.  The junction (two small circular 
features in the middle of the picture on the right) is 3 µm x 3 µm. 
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C. SIGNIFICANCE OF RESULTS 
 
 We have designed and fabricated a first-prototype ROS for digital readout of a transition 
edge sensor.  Numerical simulations of the ROS device have been completed.   
 
D. FINANCIAL STATUS    
              

The total funding for this task was $200,000, of which approximately $130,000 has been 
expended. 

 
E. PERSONNEL               
 

Mr. Yiyang Gong, Caltech student, has performed the ROS numerical simulation as a 
Caltech summer undergraduate research fellowship (SURF) project. 
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A. OBJECTIVES 
 

The objective is to develop a miniature age-dating/material-characterization instrument 
that will combine the most powerful dosimetric dating techniques, namely thermoluminescence 
(TL), optically stimulated luminescence (OSL) and electron-spin resonance (ESR). 
 
B. PROGRESS AND RESULTS 
 

1.  OSL Optical System Design 
 

OSL Stimulation Source:  We have concluded that ultra-bright Nichia GaN diodes offer 
the best solution for the OSL stimulation. They are available in the three main stimulation ranges 
for OSL (red, green and blue) with variable powers up to 5W. 

 
Photodetectors:  We have evaluated 3 potential photodetectors for OSL based on 

wavelength range, quantum efficiency and operational temperature. They are Hamamatsu Si 
Avalanche Photodiode (APD) S5343, Hamamatsu H6240 side-window photomultiplier tube 
(PMT), and Electron tubes Photodetector module DM0016C.  

 
It seems that the APD module in DC detection mode is not sensitive compared to PMT 

units produced by Hamamatsu and Electron Tubes Inc.  Alternatively, the APD can be operated 
in photon-counting mode, with appropriate modules. The intrinsic thermal noise of the detectors 
requires cooling, and this is one of the main drawbacks of the APDs.  The PMT module 
produced by Hamamatsu (H6240) has a higher sensitivity than the one produced by Electron 
tubes. The slopes of the response curves (at 470 nm) were determined to be 152x 109 and 98 x 
109 counts/W respectively. According to data presented above, it seems that Hamamatsu 
H6240C is the most sensitive detector. 

 
Calibration Radiation Source:   To avoid the use of radioisotopes, we have tested an X-

ray system, and identified the Moxtek "Bullet" miniature X-ray source (4W, 40 kVp) as a 
suitable one. The tube is a transmission anode type, operating at 35 kV and 100 µA. The tube 
has a beryllium window that is 0.25 mm thick and 2 mm in diameter. The dose rate delivered to 
quartz grains at the sample position was determined to be 230 ± 10 mGy/s by calibration 
against a 90Sr/90Y beta source of known dose rate. 
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2. OSL and TL under Martian Temperatures 
 

The low-temperature OSL system:  As shown in Fig. 1, the system consists of a 
cryostat, an irradiation/stimulation unit, and a detection unit. The cryostat is able to cool the 
sample down to –150ºC using liquid nitrogen flow, or to heat up to 200ºC using two 50 W pencil 
heaters (Watlow). The irradiation/stimulation unit is fitted with an X-ray on one side, and a 
quartz window for optical stimulation on the other side. All can be under vacuum during the 
experiments. The detection is accomplished by a photomultiplier tube (PMT) operating in 
photon-counting mode (Standford Research SR400 photon counter). A filter pack containing UV 
transmitting filters (Hoya U-340, transmission between 290 nm and 390 nm) was used to prevent 
the stimulation light from reaching the PMT. Optical stimulation was with a 100 mW Diode 
Pump Solid State (DPSS) green laser (532 nm, Extreme Lasers Inc.) operating in continuous-
wave mode. An optical fiber bundle was used to direct the laser light through the tunnel and 
diffuse the light over the sample (Fig. 1). The power of the diffused laser light at the sample 
position was approximately 10 mW/cm2. An electronic shutter was used to control the 
stimulation. Reproducibility was tested by applying a sequence of bleaching for 600s, irradiation 
with 5 Gy. The OSL curves practically overlapped, the total OSL intensity varying within 5%. 
 

Low temperature OSL:  Preliminary investigations showed an increase in the OSL for 
measurement at very low temperatures. A possible mechanism for the increase is the effect of 
temperature on luminescence efficiency. In many materials, the luminescence efficiency of 
recombination centers is observed to decrease with increasing temperatures. This phenomenon 
is called thermal quenching and is related to an increase in the probability of non-radiative 
relaxation with increasing temperature. For the quartz used in this investigation, the 
luminescence efficiency was studied by monitoring the radioluminescence under constant 
irradiation as the sample was cooled from room temperature down to –125ºC. A monotonic 
increase in the radioluminescence is observed as the temperature of the sample is lowered (Fig. 
2). Thermal quenching of the luminescence centers remains one possible explanation for this 
phenomenon, although at this point no further investigations were carried out to verify this 
hypothesis. 
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Low temperature TL:  To understand the effect of the OSL measurement temperature 
and irradiation temperature in the final OSL output, it is important to characterize the thermal 
stability and optical sensitivity of trapping states. This can be accomplished by a study of the 
TL curve at low temperatures. For this study, the quartz samples were irradiated at –125ºC with 
100 Gy and heated to room temperature at a rate of 0.6ºC/s. As seen in Fig. 3, TL emission is 
observed from –100ºC up to room temperature, with a clear peak around –50ºC. Although it is 
difficult to determine the number of components of this TL curve, this low temperature peak 
indicates the presence of trapping states that are relatively stable at temperatures below –50ºC 
and unstable at higher temperatures. To check for the optical sensitivity of these trapping 
centers, the same procedure was repeated, introducing a bleaching for 300s at –125ºC after 
irradiation. Comparing the TL curve after bleaching (Fig. 3) with the original TL curve, it can 
be seen that these trapping levels are optically sensitive. Charges captured at these trapping 
levels probably contribute to the OSL signal at low temperatures. 
 

Effect of measurement and irradiation temperature:  The effect of measurement 
temperature on the OSL was investigated by irradiating quartz samples at room temperature 
with 5 Gy and performing the OSL readout at different temperatures, from room temperature 
down to –100ºC. The OSL curves obtained are plotted in Fig. 4. The inset shows the total OSL 
(area under the curve) as a function of temperature. It can be observed that as the OSL 
measurement temperature is lowered, the OSL initially decreases, reaching a minimum at  
-50ºC, and then increases again. This behavior can be explained by the combination of two 
processes: (a) retrapping at the low-temperature trapping states and (b) temperature dependence 
of the luminescence efficiency. Since the irradiation is performed at room temperature, the 
same traps are filled every time. However, as the temperature is lowered, trapping states that 
were thermally unstable start to be stable, which means that they become a competitor for the 
recombination process. As a result, the OSL signal decreases. However, as the temperature is 
lowered even more for the OSL measurements, the luminescence efficiency starts to increase, 
resulting in an increased OSL output. Combination of these two processes explains the data 
presented in the inset of Fig. 4. 
 

We have also investigated the effect of temperature on the OSL curves when both the 
irradiation and the OSL measurement are done at the same temperature. For this, the samples 
were cooled to the specified temperature and bleached for 600s. This was followed by 
irradiation with 5 Gy and the OSL measurement, still keeping the sample at the same 
temperature. The result of this investigation is presented in Figure 5. It can be observed that as 
the temperature is lowered, the OSL output increases significantly (inset of Fig. 5). Again, this 
can be understood by the presence of optically sensitive trapping levels that are stable at low 
temperatures, and by the temperature-dependent luminescence efficiency. The lower the 
sample temperature, the higher the number of stable trapping states which are able to capture 
the free charge carriers created by the irradiation, and the higher the OSL output will be if the 
stimulation is performed at the same temperature. Coupled with that, the luminescence 
efficiency increases at low temperatures, also resulting in an increased OSL output. At this 
point, these two effects cannot be separated. Both contribute to an increase in the OSL output 
with decreasing temperatures. 
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Conclusions for in situ dating on Mars:  The results presented above provided some 

understanding of the temperature effects for irradiation and OSL measurements during in situ 
dating of Martian sediments. Firstly, all OSL measurements should be performed at the same 
temperature to avoid variations in the luminescence output caused by variations in the 
luminescence efficiency and by the competition processes introduced by traps whose stability 
change in the course of the daily temperature variation. By performing the measurements at the 
lowest possible temperature, the sensitivity can be increased due to the increased luminescence 
efficiency. However, trapping states stable at these low temperatures may significantly reduce 
the signal by capturing the charges that are optically stimulated. By reading the OSL at high 
temperatures, the competition processes are lessened, but the luminescence efficiency is 
reduced. At this point, investigation of other materials is necessary to determine the appropriate 
temperature for OSL stimulation.  
 

The presence of optically active trapping states which are stable at low temperatures 
highlights the importance of either irradiating the samples at high temperature, or applying a 
pre-heat to empty these trapping states. Otherwise, the OSL signal will be higher than the 
natural signal for the same dose, resulting in age underestimation. Although only quartz 
samples were studied in this first experiments, similar effects are to be expected in other 
minerals, such as feldspars. 

 
3. Characterization of Luminescence from Martian Simulants 
  
To date, we have tested samples from four Martian SNC meteorites, soil simulant JSC 

Mars-1, another Martian soil simulant (jeweler’s rouge) and various feldspars. We have 
examined their basic TL and OSL properties.  We have investigated the main TL peaks, the OSL 
dose response curves to determine the maximum estimable radiation doses, and the ability to 
recover a given laboratory radiation dose (using dosimetric techniques). We have developed 
procedures for TL and OSL, and obtained the following results. 

 
Most luminescence materials encountered on Mars will probably be of feldspathic origin.  

For terrestrial TL and OSL dating, currently no accepted single-aliquot methods exist for 
feldspar dating. So far, attempts to develop such a method have been unsuccessful (Wallinga et. 
al., 2000).  Also, many feldspars suffer from anomalous fading whereby thermally stable signals 
fade with time (Wintle, 1977).  Although many suggestions have been made to either correct or 
eliminate this phenomenon (Huntley and Lamothe, 2001; Lamothe and Auclair, 1999; 
Vicosekas, 2000), no accepted method has been developed. 

 
 Single Aliquot Regenerative (SAR) Method: To address this issue, we have started to 
develop a single-aliquot procedure for feldspars that also eliminates anomalous fading.  Once a 
procedure has been developed, further work will be carried out to extend the method to 
polymineral samples (consisting of quartz, feldspars, and other materials), such that it can be 
utilized for Mars OSL dating.  The eventual goal is to use the procedure to obtain depositional 
ages for polymineral terrestrial samples with independent age controls. 
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One basic requirement for a single-aliquot technique is that repeated cycles with a fixed 
regeneration dose (including preheating and sensitivity-correction procedures) yield the same 
OSL or TL result (either the same luminescence signal or sensitivity-corrected ratio as in SAR). 
Five types of feldspars (microcline, anorthoclase, oligoclase, albite, and andesine) have been 
tested for this requirement in several different ways. The experiments showed that OSL 
sensitivity changes in feldspars can be corrected using the SAR procedure, but the cutheat 
(preheat with no holding time) must be equal to the (regeneration) preheat in both temperature 
and duration.  Also, it was found that the sensitivity-correction procedure was largely 
independent of the relative size of the test dose (as compared to the regeneration dose). 

  
4. ESR Characterization of Martian Simulants 
 
ESR characterization of the previously discussed feldspars (microcline, anorthoclase, 

oligoclase, albite, and andesine) has been undertaken at JPL. The ESR signals from these 
feldspars are less sensitive to radiation than OSL, since an increase in ESR signal was not seen 
until the samples had been exposed to 250-500 Gy of irradiation.  Also, the OSL and ESR 
signals do not appear to arise from the same traps, as bleaching had little effect on the ESR 
signals. 

 
We have constructed an ESR dose-response curve for oligoclase, using an additive-dose 

procedure without preheating.  The sample was subjected to repeated cycles of irradiation and 
ESR measurement (which does not erase the stored dose), so that the dose is the total 
accumulated dose.  Even at almost 3300 Gy, the signal does not show saturation.  Furthermore, 
since the signal is apparently not bleached, ESR dating of these materials would most likely 
yield formation ages rather than depositional ages. 

 
5.  ESR Spectrometer Design 

 
 We have designed and fabricated components of the miniature ESR spectrometer and 
sample belt as shown in Fig. 6. The frequency-scan ESR spectrometer is achieved by variation of 
distance (total movement ~ 5 mm) between the two dielectric resonator disks (εR = 29, 1.0 cm 
OD x 0.55 cm ID x 0.35 cm thick) using a small DC motor (MicroMo). The sample belt was 
molded from a silicone rubber material. 

 
C. SIGNIFICANCE OF RESULTS 
 

We have explored the possibility of age dating using polymineral samples and low-
temperature OSL, TL characteristics that are essential for Martian in situ age dating. We have 
fabricated and tested a miniature frequency-scan ESR spectrometer. 

 
D FINANCIAL STATUS 
  
 The total funding for this task was $110,000 all of which has been expended. 
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E. PERSONNEL 
 
No other personnel were involved in the task. 
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Fig 2. Radioluminescence signal of quartz sample as a function of the sample temperature. The 
irradiation started at room temperature and the sample was cooled down to –125ºC. 

 
 
Fig. 3. Effect of bleaching on the low-temperature TL. The sample was irradiated at –125ºC with 100 Gy 
and heated to room temperature at a heating rate of approximately 0.6ºC/s (black line). The measurement 
was repeated introducing a bleaching for 300s at –125ºC after irradiation (red line). 

 
 
Fig. 4. Effect of measurement temperature on the OSL signal. The sample was irradiated at room 
temperature (26ºC) with 5 Gy and the OSL was subsequently measured at different temperatures. 
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Fig. 5. Effect of irradiation temperature on the OSL measurement. The OSL readout was performed at the 
same temperature as the irradiation 
 
 

 
 
Fig. 6. Essential components of the miniature ESR spectrometer that will be integrated into the Age 
Dating Instrument. The sample belt was molded from a silicone rubber material. 
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A. OBJECTIVES 
 
 Lithium ion rechargeable batteries have started replacing the conventional aqueous 
rechargeable battery systems in NASA’s space missions.  Despite their manyfold enhancements 
in specific energy and energy density over the aqueous systems, and their superiority in low-
temperature operation, self-discharge and energy efficiency, they are ranked behind the alkaline 
systems, such as Ni-Cd, Ni-H2 and Ag-Zn from a high-power standpoint.  The relatively low 
power densities of lithium ion are attributed to slow lithium intercalation kinetics at both positive 
and negative electrodes.  Electrodes with nanostructured features, e.g., nanoparticles, nanofibers, 
nanowires, etc. are expected to have much larger effective surface and interfacial areas, thus 
facilitating faster rates of Li intercalation and higher power densities. The objectives of the 
proposed work are to synthesize nanostructured metal oxides for cathode applications in lithium-
ion rechargeable batteries, using novel template and sol-gel or electrolytic synthetic techniques.  
Such nanostructured morphologies, e.g., nanowires, will have high aspects ratios of 10-100 and 
thus enhance the power densities and high-rate-energy densities of the devices by 1-2 orders of 
magnitude, compared to the state-of-the-art devices, while preserving comparable footprints.  
Apart from the batteries, these nanocathodes will benefit several other electrochemical devices, 
e.g., electrochromic devices and microsensors.  
 
B. PROGRESS AND RESULTS 

 
High surface electrodes, e.g., nanowires with high aspect ratios, are possible cathode 

morphologies for high-power-density applications, as demonstrated with tin oxides and 
vanadium oxide cathodes.1-3  These cathodes were fabricated by sol-gel deposition into nano-
channels in porous alumina temeplates.2   We have followed a slightly different approach to 
synthesize nanowires of the state-of-practice lithium-ion cathodes, i.e., lithiated cobalt oxide 
and lithiated nickel oxides, as described below.   

 
We used alumina template, synthesized in-house with a typical diameter of 20 nm 

(Fig. 1). The porosity and pore diameter of the alumina template can, however, be varied by 
changing the anodizing conditions of aluminum sheet.  This in-house capability allows for 
direct on-silicon fabrication, of interest for micro-power applications. A current collector, 
either Au or Pt, is deposited on one end of the porous alumina, and from the open end, 
transition metals -- either cobalt or nickel -- are deposited electrochemically.  Nanowires of 
either cobalt or nickel, with high aspect ratios were thus formed.   The alumina template is 
then digested, leaving nanowires of either cobalt or nickel, as illustrated in Fig. 2.  



 

 208

Preliminary attempts to lithiate these nanometallic wires, to form lithium cobalt or nickel 
oxide nanowires, haven’t been successful.  We attempted lithiation of these nanowires both 
in the aqueous and non-aqueous media, but were not successful.  The electrochemical 
activity of these cobalt and nickel oxide nanowires is thus comparable to the bulk material.  
Further studies are warranted to resolve this. 

 
Meanwhile, using a similar approach, we have been able to successfully fabricate 

freestanding arrays of amorphous manganese oxide nanowires from electrolytic sulfate baths 
under both acidic and alkaline conditions (Fig. 3). The stoichiometry (verified via XPS 
characterization) of the nanowires could be tailored from Mn2O3 – Mn3O4 – MnO2 by 
adjusting deposition potential and bath chemistry.  After characterizing the amorphous 
manganese oxide nanowires by SEM, EDS and Synchrotron crystallography, these nanowire 
arrays were assembled with a Li counter electrode and non-aqueous electrolyte to form 
secondary batteries. These cells were capable of multiple charge/discharge cycles, with a 
cathode specific capacity of ~300 mA-hr/g.  The electrodes, fabricated without any 
conductive diluent, could support current of 0.1 mA/cm2 (Fig. 4) and showed good 
reversibility (Fig. 5) in laboratory test cells against Li in Li ion battery electrolyte solutions. 

 
 Although some of these compositions of manganese oxides are the most desirable for 

battery and supercapacitor applications, the other stoichiometries may be of interest for high-
surface-area catalysis applications. 

 
C. SIGNIFICANCE OF RESULTS 
 

We have been able to successfully synthesize various transition metal oxide cathodes, 
e.g., cobalt, nickel and manganese oxides, in the form of nanowires with typical diameters of 
20 nm.  In addition, arrays of free-standing manganese oxide nanowires with comparable 
electrochemical activity have been synthesized. Combining such nanowire cathodes with a 
lithium anode in a suitable device, i.e., either a polymer electrolyte cast from solution, or a 
solid electrolyte sputter- or vapor-deposited, will result in a thin film battery with severalfold 
increase in the power densities (which is one deterrent factor for polymer electrolyte) or thin 
film or microbatteries.  Increased power densities, achieved without increasing the footprint, 
is a very attractive option from a spacecraft standpoint. Finally, the above approach to 
combine template synthesis with electrochemical deposition for nano-morphologies will be 
useful not only for batteries, but also in sensors and catalysis. 

  
  

D. FINANCIAL STATUS                 
 

The total funding for this task was $115,000, all of which has been expended. 

 
E. PERSONNEL               
 

No other personnel were involved. 
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F. PUBLICATIONS     
                             

1) A paper entitled “Synthesis of LiCoO2 Nanowire Arrays from Co Electrodeposits” 
and authored by W. C. West, N. V. Myung, J. F. Whitacre, and B. V. Ratnakumar, 
was presented at the “Nanophase Materials for Batteries and Fuel cells” symposium  
at the American Electrochem. Soc. Spring Meeting, in Philadelphia on May 2002. 

2) An NTR was submitted describing processes to fabricate nanostructured electrode 
materials:  “Direct Electrolytic Deposition of Manganese Oxide Nanowires for High 
Power Battery and Capacitor Electrodes”, W. C. West, N. Myung, J. Whitacre, B. V. 
Ratnakumar, NASA New Technology Report # 30655, (2002).  

3) The group was solicited to present an invited paper describing nanostructured 
materials for batteries at the NanoEnergy Conference in Miami, FL in Dec. 2002.  
Will West will present:  “Freestanding Arrays of Nanowire Materials for High Rate 
Capability Battery Electrodes”. 

4) A paper, entitled “Electrodeposited Amorphous Manganese Oxide Nanowire Arrays 
for High Energy and Power Density Electrodes”, by W. C. West, N. V. Myung, J. F. 
Whitacre, and B. V. Ratnakumar was accepted for publication in the Journal of 
Power Sources. 
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3. C. J. Patrissi, and C. R. Martin, J. Electrochem. Soc., 146, 3176 (1999).  
 

H. FIGURES 
 

  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1 Whatman Anodisc (100 nm pores)    JPL synthesized alumina template (20 nm pores)
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Fig. 2.  Nanowires of Co(Ni) for fabrication of nanostructured 
LiCoO2. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3.  Nanowires of Manganese oxides from sulfate bath 

 
 

Fig. 4: Charge-discharge curves of Nanowire manganese oxide wires 
against Li electrode in 1M LiPF6/EC:DEC:DMC solution. 
 

  
 
 

Fig. 5: Capacity of Nanowire manganese oxide wires against Li in 
1M LiPF6/EC:DEC:DMC during electrochemical cycling. 
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SETI OBSERVATIONS ALONG THE GALACTIC PLANE 
 

Interim Report 
 

JPL Task 1019 
 

Robert A. Preston, Tracking Systems and Applications Section (335) 
Sam Gulkis, Planetary and Life Detection Section (322) 

Steven Levin, Astrophysics Element (3262) 
Jill Tarter, SETI Institute 
Jack Welch, UC Berkeley 

 
A. OBJECTIVES 
 

For the first time both NASA’s Vision (“…to find life beyond”) and NASA’s Mission 
(“…to search for life”) highlight the importance of astrobiology with the agency.  The 
Astrobiology Roadmap makes it clear that the search for life extends beyond the microbial world 
to life with advanced technology.   Moreover, Congress has recently expressed support for a 
revival of government funding for the search for extraterrestrial intelligence (SETI), in part due 
to the interest in astrobiology by the general public and the great success of extrasolar planet 
searches during the past few years.  
 

The purpose of this DRDF task is to generate a detailed plan showing how NASA might 
initiate a SETI program, a critical missing component in NASA’s strong astrobiology program, 
paving the way for long-term, dedicated surveys of the galactic plane for SETI and astronomical 
purposes. 
 

JPL was a major participant in a previous NASA SETI program, which was terminated in 
1993 for political reasons.  This earlier SETI program incorporated both an all-sky survey on the 
DSN (Deep Space Network) 34-meter network and a targeted search of 1000 nearby stars on 
other radio telescopes.  The targeted search has been continued with philanthropic support. 
However the all-sky survey required use of DSN telescopes and could not be continued without 
NASA support.  This was unfortunate, since a search for SETI signals over the entire sky 
requires the minimum number of assumptions about the most likely source of intelligent signals. 
 

About 90% of the stars in the Milky Way Galaxy are concentrated within the galactic 
plane that occupies approximately 10% of the sky, making it an ideal part of the sky to start a 
SETI sky search.  A galactic plane SETI survey might be achievable with the DSN network over 
the next few years, with much of the observing done at DSS13, the DSN’s research-and-
development 34-meter antenna, on which significant observing time is available.  Such a galactic 
plane survey will require new wideband receivers, and a high-resolution, wideband spectrometer. 
Fortunately, this and other advanced instrumentation for SETI searches are being built for the 
Allen Telescope Array (ATA), a new, dedicated SETI array for targeted searches and traditional 
radio astronomy, being constructed with private funding. We are collaborating with the SETI 
Institute and the UC Berkeley Radio Astronomy Lab, the partners in the ATA, to develop a plan 
to transfer these technological advances to DSS13. This equipment would then be used for the 
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proposed galactic plane SETI survey, perhaps expanding later to a full sky survey.   A side 
benefit is the introduction of new state-of-the-art equipment to the DSN that might be useful for 
spacecraft tracking through this close collaboration with the outside SETI/radio-astronomy 
community. 
 

This DRDF task is acting as seed funding to develop a strong plan for the galactic plane 
SETI search in collaboration with the SETI Institute and UC Berkeley.  This work involves 
constructing a strong rationale for the survey, deciding which hardware and software are needed, 
and formulating an operational plan.   In this process we are drawing significantly on the heritage 
at JPL of the earlier NASA all-sky SETI survey as well as on ATA equipment and experience.  
We are constructing a detailed schedule and budget for the galactic plane survey, which could be 
funded by NASA and be achieved with minimal requirements on the DSN spacecraft-tracking 
network.  
 
B. PROGRESS AND RESULTS 
 

Good progress has been achieved toward the goal of having a comprehensive plan for a 
new SETI survey program carried out at the DSN, including estimated costs.  In particular, we 
have:  

 
1. Determined the science goals of the SETI search and the parameter space 

that will be searched.  
2. Devised an observational scenario for the program. 
3. Defined the data analysis strategy, including details and cost of the needed 

software and hardware. 
4. Designed and costed the needed modifications to DSS-13. 
5. Designed and costed the required spectrometer (which will push the state-

of-the-art). 
6. Developed and costed an operational and data-handling/analysis plan.  

 
 
C. SIGNIFICANCE OF RESULTS 
 

The resulting white paper will be used in discussions with NASA on the possibility of 
reinstituting a SETI survey from the DSN.   In the interim, a pilot program of SETI observations 
will be initiated at DSS-13 in FY’04 through the JPL Research and Technology Development 
program.  These pilot observations will test and demonstrate key technical and conceptual 
aspects of the full SETI galactic plane survey. 
 
D. FINANCIAL STATUS                 

The total funding for this task was $114,700, of which $70,055 has been expended.  
 
E. PERSONNEL               
 

In addition to the investigators on the task, Paul Goodwin of JPL led a study team that 
designed and costed the needed modifications to DSS-13. 
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TIDAL CORRECTIONS FOR SAR INTERFEROMETRY ON FLOATING ICE 
SHELVES 

 
Interim Report 

 
JPL Task 1030 

 
Ian R. Joughin, Radar Science & Engineering Section (334) 

 
A. OBJECTIVES 
 

Iceberg calving is the process by which the Antarctic ice sheet discharges most of the 
annual mass gained by snow accumulation. Much of this iceberg calving occurs along the front 
of two large floating ice shelves: the Filchner-Ronne Ice Shelf and the Ross Ice Shelf. Loss of 
the ice shelves would not cause a direct change in sea level because the ice is already floating. 
Their loss, however, would remove an important restraint on ice stream flow and resulting ice 
discharge. Furthermore, loss of the ice shelves would produce significantly more open water for 
sea-ice production, potentially affecting global ocean circulation. 

Large ice shelves calve infrequently (every few decades at a given point along the shelf), 
but when they do, they give rise to the large tabular icebergs that are similar in area to small New 
England States. Because of the infrequent nature of the calving events, it is difficult to get an 
adequate sampling of these events with which to detect change. If instead we are able to measure 
the continuous flow of the ice shelves, we will then be in a better position to understand and 
predict the long-term viability of the ice shelves in response to climate and other change.  

A major problem with measuring velocity on ice shelves using Interferometric Synthetic 
Aperture Radar (InSAR) is the sensitivity of the measurement to both horizontal and vertical 
motion. This means ice flow and tidal displacements are ambiguously mixed on the floating ice 
shelves.  

The objective of this task is to modify existing InSAR mapping algorithms to incorporate 
tidal-displacement estimates from the Circum-Antarctic Tidal Simulation (CATS) Model 
produced by Laurence Padman of Earth and Space Research. This is a 10-constituent model for 
Southern Ocean tides. The grid is 1/4 x 1/12 degree (lon x lat), and extends from 86 to 58 
degrees S. The 10 constituents are the same as those for the model providing the open ocean 
boundary conditions in the Oregon State University, TOPEX/Poseidon altimetry assimilation 
model. The CATS model has been refined using data assimilation techniques to include the tidal 
displacement of floating ice shelves.  The results of this work have demonstrated a method for 
estimating velocity on floating ice shelves, as well as a map of ice-shelf velocity for the large 
Filchner-Ronne Ice Shelf. In addition, these data will be used for initial science applications such 
as the estimate of melt beneath the ice shelf.  
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B. PROGRESS AND RESULTS 
 

Over the last several months, the CATS model was successfully integrated with the 
existing tools for InSAR mapping of ice velocity. The resulting software was used to produce the 
map of ice shelf velocity, which is shown in Fig 1. This work partially supported a GRL 
publication [Joughin and Padman, 2003]. 

 C. SIGNIFICANCE OF RESULTS 
 

The results demonstrate that when used in conjunction with a tide model, InSAR   
provides a viable means for mapping ice shelf velocity. These results are now being used to 
estimate melt beneath the ice shelf. This melt forms Ice Shelf Water (ISW), which is an 
important contributor to Antarctic Bottom Water formation [Foldvik et al., 1985]. 
 
D. FINANCIAL STATUS                 

The total funding for this task was $25,000, all of which has been expended. 

 
E. PERSONNEL               
 

No other direct-funded personnel were involved. The tide model used in this study is 
courtesy of Dr. Laurence Padman of Earth and Space Research, Corvallis, OR.  
 
F. PUBLICATIONS                                 
 

[1] Joughin I.R., and Padman, L., “Basal melt beneath the Filchner-Ronne Ice Shelf,” 
presented at the West Antarctic Ice Sheet Workshop, Sterling, Virginia, 
September 18-21, 2002. 

 
[2]  Joughin, I., and L. Padman, Melting and freezing beneath Filchner-Ronne Ice 

Shelf, Antarctica, Geophys. Res. Lett., 30 (9), art. no.-1477, 2003. 
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on the southern Weddell Sea Shelf,” Oceanology of the Antarctic Continental 
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[2] Joughin I. Ice sheet velocity mapping: a combined interferometric and speckle-
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WAVELET-BASED ANALYSIS OF GRAVITY GRADIOMETER DATA 
 

Final Report 
 

JPL Task 1031 
 

Ulvi Yurtsever and Jeffrey Jewel, Exploration Systems Autonomy Section (367) 
 
 
A. OBJECTIVES 
 

To develop a wavelet-based algorithm for the fast-forward computation of the 
gravitational potential generated from arbitrarily complicated finite element models of the 
Earth’s mass density.  The primary motivation for the development of computationally efficient 
forward modeling is the future launch of sensitive gravity-gradiometer missions, which promise 
to return highly sensitive data with the potential of offering insight into the structure of the 
Earth’s mass density.  Traditional methods relate the observed gravitational potential to the 
estimated mass density through spherical harmonics.  However, a decomposition in terms of 
these global-basis functions results in a decreased signal-to-noise for localized geophysical 
processes.  What has not been fully exploited for both the forward and inverse solutions to the 
gravitational-inference problem is the use of spatially localized basis functions to represent the 
mass-density fluctuations.  Such a wavelet-based expansion can provide a complementary 
language to the traditional use of spherical harmonics, and provide the computational ability to 
simulate gradiometer data as predicted from arbitrarily complicated finite element mass-density 
models of the Earth’s interior. 
 
B. PROGRESS AND RESULTS 
 

We have developed a wavelet-based algorithm for the fast-forward computation of the 
gravitational potential generated from arbitrarily complicated finite element models of the 
Earth’s mass density.  The primary motivation for the development of computationally efficient 
forward modeling is the future launch of gravity-gradiometer missions which promise to return 
highly sensitive data with the potential of offering penetrating insight into the structure of the 
Earth’s mass density.  It is well known that inversion of the gravitational field for the mass 
density is an ill-posed problem, with a non-unique solution in the absence of constraints. We 
have instead focused on a fast-forward computational solution in the context of a Bayesian 
approach to the inverse problem, in which fluctuations in mass density about a detailed “virtual 
Earth” model can be well described as spatially localized basis functions (i.e. wavelets).  Fast-
forward-modeling capabilities will allow more realistic and detailed models of the Earth’s mass 
density, and improve our ability to infer fluctuations in mass density about this model. 
 

Gradiometer data can potentially provide a unique perspective on internal changes in the 
Earth and its response to the primary forcings of the Earth system as a whole – two of the 
fundamental problems of central importance to NASA’s Earth Science Enterprise. The dynamic 
range of geophysical processes imprinting a detectable signature on the gravitational potential 
ranges from time scales on the order of milliseconds to millennia, and spatial scales from 
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microscopic to continental. It has been demonstrated that the signature of great subduction 
earthquakes on the gravitational potential will be detectable with observations returned from 
GRACE [1].  In addition, the signature of mass motions occurring through mantle convection, 
magma movements, and ice-mass changes are other examples of processes potentially detectable 
with space-based gradiometry data. 
 

Exploiting gradiometry data to probe the full spatio-temporal dynamic range of 
geophysical phenomena demands models of the density fluctuations well matched to the relevant 
physics.  Traditional methods relate the observed gravitational potential to the estimated mass 
density through spherical harmonics.  However a decomposition in terms of these global basis 
functions results in a decreased signal-to-noise for localized geophysical processes. While some 
mass-density fluctuations are in fact global in nature, and therefore efficiently matched with 
spherical harmonics, others are much more spatially local in extent.  What has not been fully 
exploited for both the forward and inverse solutions to the gravitational inference problem is the 
use of spatially localized basis functions to represent the mass-density fluctuations.  Such a 
wavelet-based expansion can provide a complementary language to the traditional use of 
spherical harmonics, and provide enhanced sensitivity for the detection of localized mass-density 
fluctuations.  Furthermore, the simulation of data arising from a specific mass-density model can 
also benefit from a decomposition of the Earth’s mass density as a linear combination of 
spatially localized  functions. 
 

In any basis chosen, inferring the mass-density fluctuations from gradiometry data is not 
a well-posed problem.  However, there are physically reasonable constraints that can be imposed 
on solutions, allowing useful information to be extracted from the data.  Specifically, the inverse 
problem may be regularized by the assumption that the fluctuations in mass density about initial 
models of the interior structure of the Earth are well understood statistically.  This forms a 
Bayesian approach to the inverse problem, and a unique inversion of gradiometry data is possible 
with this type of statistical regularization – however the solution is a biased estimate of the mass 
density and, while a unique solution, not necessarily the true mass density.  Of crucial 
importance then is precisely characterizing the “null space” of the proposed inverse algorithm. 

 

B1. Overview 
 

There are two main ideas, which will be explained in more detail in what follows, for the 
computational approach to fast computation of the gravitational potential from arbitrarily 
complicated finite element models of mass density. The first is the recognition that when 
fluctuations in mass density are expressed in a wavelet basis, the resulting gravitational field is 
exactly given by a linear combination of localized functions, such as a linear combination of 
Gaussians.  This provides an efficient strategy when computing the gravitational potential from a 
finite element mass-density model.  Given the wavelet decomposition of the mass density, we 
can compute the gravitational potential on a spherical surface with the use of a recently 
discovered fast convolution on the sphere [2].  The existence of the fast-convolution method on a 
sphere provides the ability to make simulations of GRACE data in the presence of complicated 
models, as well as quantify the ability to extract the signature of some particular geophysical 
process in the presence of other known signals. 
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An advantage of the use of the fast-convolution approach is the ability to compute the 
potential on many spherical surfaces.  This will allow for the efficient computation of more 
realistic (ellipsoidal) orbits which are contained in a spherical shell.  The method is also general 
enough to accommodate non-spherically symmetric wavelets (such as gradient wavelets), 
providing the ability to efficiently model a wide diversity of geophysical signals of interest. 

 

B2. Wavelet Approach to the Analysis and Modeling of Gravity Data 
 

Although the gravity-gradiometer inverse problem is non-unique, there is a diversity of 
relevant information that can be used to constrain solutions and extract interesting information 
from the data. We take the view that:  1) the solutions sought are perturbations about some 
baseline model, in which the gradient tensor field is predicted uniquely in the forward direction, 
2) the perturbations in the mass density to be inferred from the data are modeled in terms of 
three-dimensional spatially localized functions in the Earth's interior.  The expansion of the 
gravitational potential on the sphere with localized basis functions is directly related (as we will 
show) to the assumption of localized density fluctuations.  This approach, other than the 
traditional spherical harmonic basis expansion of the mass-density fluctuations, can lead to a 
higher signal-to-noise for detection of local fluctuations in the mass density about the baseline 
model. 
 

In more detail, we propose to model the mass-density interior to the Earth as the linear 
combination 
 
ρ(r) =ρ0 (r)+δρ(r) 
 
where ρ0(r)  is any assumed initial guess of the mass density, and δρ(r) are fluctuations about 
that guess. The solution of the gravitational potential from Laplace's equation can be written 
 
Φ0(r)= dr' G(r,r')ρ0(r')∫
Φ(r)=Φ0 (r) + dr' G(r,r')δρ(r')∫

 

 
whereG(r,r')  is the Green's function of Laplace's equation.  The first equation above is solved 
uniquely in the forward direction from the assumed ρ0(r') .  The second equation is solved in the 
inverse direction for the mass-density fluctuations from the observed gravitational potential (or 
gradient tensor). 
 

The fluctuations in mass density δρ(r')  will be represented as a linear combination of 
localized functions.  To provide some intuition about this approach, consider the particularly 
simple example given by a fictional planet which has uniform mass density other than a 
spherically symmetric hole at some depth.  If the initial baseline model is taken to be a uniform-
density sphere, the exact solution to the gravitational potential would simply be that given by a 
uniform-density sphere with a hole.  The fluctuation in the gradient tensor would only involve 
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the term from the hole, and the only two parameters of the problem would be the size and 
location of the hole.  Therefore, the simpler a solution is, the better constrained it is by the data. 
 

This example is obviously not realistic.  However, it is relevant to consider localized 
fluctuations in mass density about some local mean density, particularly when we are interested 
in detecting changes in the mass density, as the result of geophysical activity. Given a partial 
understanding of the relevant geophysics in various regions in the earth, the type of fluctuations 
in mass density can be constrained.  This illustrates the importance of the specific computational 
problem focused on in this proposal – that of forward modeling.  If we are to limit the 
fluctuations in the mass density to a “sparse” collection of localized fluctuations, then much of 
the complexity of the mass density should be taken into account in a forward model, and these 
effects “subtracted” from the gradiometry data.  Of course what we really seek is the 
computational means to incorporate arbitrary complexity in baseline models of the Earth’s 
interior, compare with observations, and then guess at improvements to the model.  Therefore, 
fast and efficient forward solution for the gravitational potential for continuous, complicated 
mass densities is central to “inverting” gravity data. 
 

In particular, the optimal language to use in modeling the density fluctuations comes 
directly from the physics of the problem.  By a “local density fluctuation” we essentially mean a 
deviation of the mass density from a local average. Local averages can be defined according to 
 
Local Average ∝ dre−(r−b )A (r− b) ρ(r)∫  
 
where the matrix A  describes an ellipsoidal shape centered at location b  characterized in the 
three principal orthogonal directions as A = diag(λ1,λ2,λ3) .  A fluctuation is then given roughly 
by the difference of the mass density at some point with the local average at the same point.  
More generally, we can characterize fluctuations of a certain scale according to the Laplacian of 
localized Gaussians 
 
Fluctuation= dr∇ 2∫ e−(r−b )A (r− b)ρ(r) 
 

For example, a hole at some location in the Earth's interior b  is given by a circularly 
symmetric Gaussian with λ1 = λ2 = λ3 . Cylindrical fluctuations can be more accurately 
represented as a string of elongated Gaussian blobs. 
 

Using the localized basis functions, we will assume the mass-density fluctuations can be 
written as a linear superposition 
 
δρ(r) = F(bi

i
∑ ) ∇ 2e−(r− b i )A(r−b i )[ ] 

 
where the mass-density fluctuation coefficients F(b)  are ultimately to be inferred from the 
gradiometer data.  It can be shown, using the Laplacian of Gaussian blobs, that the resulting 
gravitational potential is given directly as a linear combination of Gaussians,  
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Φ(r) −Φ0(r) = F(bi
i
∑ ) e−(r− b i )A(r−b i )[ ] 

 
Simply taking the gradient tensor of this equation gives 

 
∇α∇βδΦ(r) = F (bi

i
∑ ) ∇α∇βe−(r− b i )A(r−b i )[ ] 

 
The important property of the functions 

 
∇α∇βe−(r−b i )A(r−b i ) 
 
is that they provide the ability to characterize the fluctuations locally (to some chosen scale). 
 
The expansion of the mass density of the Earth in a wavelet basis is completely general.  
Specifically, any mass-density model for the Earth can be convolved with the chosen wavelets at 
all positions and scales to compute the wavelet coefficients 
 
F(b;σ) = dr ρ(r)∇ 2∫ g(r − b;σ)  
 
which generalizes the above to allow for wavelets of any size.  Although the wavelets discussed 
here are non-orthogonal (and in fact form an overcomplete basis), it can be shown that the mass 
density is uniquely reconstructed from these coefficients according to an inverse transform, 
which similarly gives the gravitational potential as an integration over the wavelet coefficients, 
convolved with Gaussian basis functions at various positions and scales. 
 
B3. Forward Computation of the Gravitational Potential 
 

The above discussion dealt with the computation of the gravitational potential 
everywhere as generated from the mass density expanded in a wavelet basis.  In practice, we will 
only observe the gravitational potential along a surface, such as the flight path of an airplane or 
the orbit of a spacecraft.  As the spacecraft moves along its orbit, it is able to map out the 
gravitational potential (or gradient tensor) over an entire path of the sphere.  Computing the 
gravitational potential on a spherical surface enclosing the Earth has traditionally been 
approached by computing the spherical harmonic coefficients of the gravitational potential 
directly from the detailed mass-density model (the so-called Stokes Coefficients).  The 
gravitational potential is then given directly by an inverse spherical harmonic transform.  By 
contrast, what is proposed here is to exploit the wavelet decomposition of the mass density to 
formulate the computation of the gravitational potential on the sphere as a “convolution on the 
sphere,” for which a fast algorithm has recently been discovered [2]. 
 

Briefly, the forward computation proceeds as follows:  Restricting the gravitational 
potential to a sphere of radius R, we can write the gravitational potential in terms of the wavelet 
decomposition 
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Φ(Rn) = dΩ∫ b2db F(bn' ,σ) g(Rn −bn' ;σ)∫  
 

Interchanging the order of integration, and breaking up the integral above as a sum over 
discrete spherical shells, we can write 
 
Φ(Rn) = bi

2∆b
i
∑ dΩ F (bn' ,σ) g(Rn− bn' ;σ)∫  

 
The main idea is to notice that each spherical shell for the Earth gives a contribution 

which can be computed as a convolution on the sphere, 
 

  (g o F )(n;b,σ) ≡ dΩ F(bn' ,σ) g(Rn −bn' ;σ)∫  
 
where now the coefficients within a specific spherical shell are thought of as a function on the 
sphere, and the localized basis function projected on the spherical surface the convolution kernel. 
The integral above is exactly of the form considered by [2].  For the case considered here, the 
convolution kernel is circularly symmetric, and localized about the direction defined by a unit 
vector from the center of the Earth in the direction of the centroid of the mass-wavelet mode. 
 

The primary result in [2] is that such a convolution can be computed by first computing 
 
Cmm'm " = flm dmm '

l

l
∑ (π /2) dm'm "

l (π /2) glm "
*  

 
where  dmm'

l  are known as the Wigner functions for which recursive function evaluations exist [4] 
(and for which these can be pre-computed and stored in memory), glm "

*  are the spherical 
harmonic coefficients of the convolution kernel, and flm  are the spherical harmonic coefficients 
for the wavelet coefficients from a specific spherical shell projected on the sphere.  We only 
need to compute the spherical harmonic transform for each spherical shell 
 
flm = dΩ F (bn;σ) Ylm∫ (n) 

 
This can be computed quickly by interpolating the values of the wavelet coefficients in 

projection on the sphere, followed by fast spherical harmonic transform.  These coefficients only 
need to be computed once for a given mass-density model in order to generate the gravitational 
potential on any spherical surface. 
 

As shown in [2], the convolution integral is now given by inverse Fourier Transform 
 

C(θ,ϕ,ω) = Cmm'm"
m,m ',m "=−L

L

∑ eimϕ+ im'θ +im "ω  

 
where the direction on the sphere has been parameterized by n = (θ,ϕ) and ω  parameterizes the 
orientation (which is irrelevant if a spherically symmetric wavelet is used for the mass density).  
Therefore the decomposition of the mass density of the Earth in a wavelet basis leads directly to 
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the computation of the gravitational potential on spherical surfaces as convolution on the sphere, 
for which an effective mapping of FFT techniques from the plane to the sphere has been 
discovered [2]. 
 
C. SIGNIFICANCE OF RESULTS 
 

The approach proposed here is fundamentally different from the traditional approach of 
computing the spherical harmonic coefficients directly from the mass-density model (without 
first taking the wavelet transform of the mass density).  Briefly, the Stokes coefficients are 
computed according to [3] 
 
Clm + Slm = r2drdΩ r l∫ Ylm(n)ρ(rn)  
 
and the gravitational potential is then given by an inverse spherical harmonic transform.  The 
primary drawback to this approach is the dependence of the Stokes coefficients on the order of 
the spherical harmonic mode itself.  This results in a different weighting for the radial part of the 
integral for each multipole order. What makes this new approach fundamentally much faster is 
that the computation of the Stokes coefficients demand that for each multipole order, we 
integrate through the mass density with a radial moment depending on the order itself.  This 
effectively requires that all the radial moments of the mass density are known.  By contrast, as 
we will discuss shortly, the potential on the sphere can be computed from the wavelet 
coefficients with only one specific integration through the volume, at the various scales of the 
wavelet decomposition. 
 

The wavelet formalism here also captures the dependence of the gravitational potential as 
a function of the altitude of the spherical surface – this dependence is entirely contained in the 
spherical harmonic coefficients of the projected Gaussian on the sphere.  For a circularly 
symmetric kernel, there is no azimuthal dependence only requiring a Legendre polynomial 
decomposition. This suggests that the gravitational potential for spherical surfaces farther away 
can be generated recursively through a local averaging (low-pass filter) on spherical surfaces 
interior to a given radius.  This can be made exact for a spherically symmetric wavelet by 
breaking up the sum over multipole order into sums over various spatial frequency bands.  Then, 
for any given altitude, we can simply reweight each band in order to synthesize the correct 
convolution kernel.  The weights can be computed as a function of the altitude of the spherical 
surface, and therefore provides an extremely fast way of computing the gravitational potential 
from an innermost spherical surface. 
 

This capability is of primary importance when taking into account realistic orbits of a 
spacecraft.  Almost all real orbits will lie on ellipsoidal surfaces (which also precess).  However, 
we can quickly compute the predicted gravitational potential for many spherical surfaces that 
contain the orbit of the spacecraft – this will allow a more direct comparison of predictions from 
a specific mass-density model with observations, taking into account one of the largest 
complications in this type of analysis.  This capability will also be useful in the analysis of data 
returned from spacecraft orbiting other planets. 
 

Of particular importance is the ability to quickly compute the change in the gravitational 
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field due to a localized fluctuation along a wavelet direction. At any point on the orbit, the 
response of the gradiometer is most strongly influenced by mass-density fluctuations in the 
region of the Earth’s interior directly below the spacecraft.  The ability to detect mass-density 
fluctuations can be enhanced if the response of the gravitational potential to fluctuations below 
the spacecraft and close by is characterized.  If we compare the forward predictions with the 
observed potential and find a discrepancy, we can correct the mass-density model by varying the 
mass density along some wavelet direction (with some particular scale) at a position directly 
below the location in the orbit.  Our computational framework allows this change to be 
integrated quickly into a new prediction for the gravitational potential as follows:  The change to 
the coefficient is centered about one “point” in the Earth’s interior, and therefore localized about 
a specific direction in projection.  Therefore, the change in the spherical harmonic coefficients 
are immediately known in terms of the Wigner functions, and complex exponentials in terms of 
the Euler angles characterizing the direction on the sphere.  These coefficients are then 
effectively filtered by multiplication by the coefficients for the kernel, and inverse Fourier 
transforming gives the resulting map of the potential on the spherical surface. 
 

The traditional approach to relating the mass-density fluctuations to the observed 
fluctuations in the acceleration of gradient tensor is through a spherical harmonic decomposition 
of the gravitational potential.  The coefficients of the spherical harmonic expansion of the field 
are related to the mass-density fluctuations.  However, the drawback with the use of the spherical 
harmonics is that every coefficient receives a contribution from all mass-density fluctuations, 
since the spherical harmonic transform is given by integration over the entire sphere.  The 
situation is equivalent to taking the Fourier transform of a point mass – all the Fourier 
coefficients will have the same amplitude, with a very specific phase given by the location of the 
point mass.  With several point masses, the ability to disentangle the phases and recover the 
locations becomes more difficult. 
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A. OBJECTIVE 

 
In recent years, spacecraft-antenna design has been a process often requiring many 

expensive iterations before an acceptable design is obtained.  At present, predictions of the 
combined antenna-spacecraft multipath performance are quite limited and a mockup of the 
vehicle with the antenna must be built and tested.  In the future, fast and efficient computational 
modeling of antenna-spacecraft electromagnetic (EM) performance must play a larger role in the 
antenna-design process, and these cut-and-try methods must be used less.   

 
The objective of this research project was to develop a new, fast and accurate EM solver 

[1] of UHF antenna-spacecraft performance (multipath) that significantly reduces the time and 
memory (e.g., 100 to 1000 times faster and 100 to 1000 times less memory) required to create 
and iterate an all-metal, antenna-spacecraft design.   

 
In our approach, we strived to develop an accurate and efficient EM solver of surface 

integrals based on the Magnetic Field Integral Equation (MFIE) as well as the corresponding 
Electric Field Integral Equation (EFIE), and their combination [2].  In attempting to develop 
accurate and efficient integrators for these surface integrals, two main problems were addressed, 
namely, accurate evaluation of the singular adjacent interactions without undue compromise of 
speed, and fast evaluation of the voluminous number of nonadjacent interactions without 
compromise in accuracy. 

 
Our adjacent, high-order integrators are based on analytical resolution of singularities. 

The only alternative approach in existence is based on strategies of refinement around 
singularities (Canino et al. [3]). The approach we introduce is advantageous since it does not 
require costly setup manipulations, and it leads to substantially more accurate and faster 
numerics.  

 
The accelerator we introduced for the nonadjacent interactions, in turn, is related to one 

of the most advanced FFT (fast Fourier transform) methods developed recently [4].  A number of 
innovations in our approach, however, lead to very significant memory savings and faster 
numerics.  Our design reduces, significantly, the size of the required FFTs – from N2 to N4/3 
points, with proportional improvement in storage requirements and operation count.  Further, it 
results in super-algebraic convergence of the equivalent source approximations as the electrical 
size of the body (spacecraft)  is increased.  
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B. PROGRESS & RESULTS 
 

1. EM Field Solver Results for Metallic Bodies 
 

We computed results for well-known and widely used test geometries with 
surface singularities (edges, tips); cube, lenticular body of revolution, and ogive.   For our 
new non-accelerated Maxwell solver, scattering results for an electromagnetic cube (Fig. 
1) of about one wavelength on diagonal were obtained with errors of the order of 10-4, 
while results for the electromagnetic lenticular body of revolution (Fig. 2) two 
wavelengths in diameter were obtained with errors 10-5.  Comparison of  results with and 
without our fully accelerated Maxwell solver for an ogive (Fig. 3) are summarized in 
Table 1. 

 
2. EM Field Solver Results for Large Penetrable Bodies 

 
We illustrate the capabilities of this method by means of two-dimensional 

scattering by a dielectric tube with refractive index distribution, depicted in Figure 4.  In 
Table 2, the numerical results for this example demonstrate both the O(N logN) 
complexity and the high-order convergence rate of our method. In particular, the method 
seems to yield significantly more than second-order convergence in the near field and 
third-order convergence in the far field for discontinuous scatterers. 

 
3. Geometry Representation Results 
 

Generally, the raw geometry representations available in engineering practice 
must be processed to satisfy the requirements of a given EM solver. As an example of the 
geometry processing that might be required, consider the moon-lander spacecraft shown 
in Figure 5. Use of an accurate high-order integral equation (IE) solver in connection 
with a geometry of this type requires highly accurate parameterizations of the surface, 
which can only be produced through partition of the geometry in appropriately simple 
sub-domains followed by appropriate sub-domain parameterization. The processing steps 
we used may be classified into 1) Patching, and 2) Smooth-patch representation. 

 
Patch detection - One type of sub-domain that can be treated easily is a planar 

surface. Vehicles such as those shown in Figure 5 often have many planar regions, and in 
such regions the re-parameterization required for a given IE solver can be performed 
quite easily on a mesh for which the necessary re-parameterization is straightforward. 
The main problem associated with planar regions is detection. Rather than have the user 
explicitly mark regions that are planar, such simple patches are automatically detected 
and processed. Smooth, non-planar patches are numerous as well. The problem of 
parameterization of such patches are complex and require user interaction for correct 
processing.  For example, when we find a single patch that contains both planar and non-
planar elements, the user must specify how such a patch is handled. 
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Smooth-patch representation – For singularities arising from intersection of 
smooth, non-planar surfaces, we provide smooth representations of surfaces whose 
triangulations are abruptly terminated at an edge, although the original surface could be 
continued smoothly just like each face of a cube can be continued smoothly, beyond its 
edges and corners, as a larger planar surface.  We generate parameterizations in this case 
by means of Fourier series expansions of a smooth periodic function with period larger 
than the domain in which the data is given.  The Fourier series interpolator is likely to be 
highly oscillatory, but with added conditions we can ensure that, in some appropriate 
sense, they decay “fast enough” for the smooth function they interpolate. This can be 
accomplished by requiring that these coefficients be multiplied by certain growing factors 
that vanish in the least-square sense. The factors equal one for low-order coefficients, and 
various rates of growth, from polynomial to exponential, can be used for higher-order 
modes [5].  

 
4. Comparison with other “Fast” solvers 

 
In the following, we compare our results with the some of the most competitive 

algorithms available.  We compare the overall performance of our method with the Fast 
Multipole Method [6] FMM-based algorithm called “FISC” [7], we compare our 
Nystrom high-order integrator to that of “FastScat” [3], and we outline the distinctions 
between our approach and the AIM [4] algorithm. 

 
The FMM-based algorithms provide considerable acceleration; they run in as little 

as O(N logN) operations per iteration. However, high-order accuracy has not been 
demonstrated in FMM computations of wave scattering. A possible explanation for this 
fact is that the FMM approach contains multiplication by Hankel functions of high order. 
These operations lead to accuracy limitations known as “subwavelength breakdown.”  In 
contrast, the FFT acceleration techniques are stable. Table 3 compares the performance of 
our algorithms to FISC and we see that the present algorithm achieves considerably 
higher accuracy with less computational resources. 

 
In Table 4, we present results from our basic high-order integrator without use of 

FFT acceleration, together with results produced by the program FastScat, which utilizes 
the high-order Nystrom discretization technique proposed in [3], for scattering by a small 
sphere.  We only show setup time reported in [3], since LU decomposition was used to 
solve their resulting linear system.  Our algorithm shows the full time required for the 
setup and solution.  It should be noted that different computers were used (Sparc 10 in [3] 
and a 400MHz PC in our work) and different problems were solved (Maxwell system in 
[3] and Helmholtz equation in our work). We see that our method produces substantially 
more accurate results and smaller computing times. 

 
In comparison with AIM [4], our FFT acceleration technique differs in that it uses 

surface rather than volumetric distributions of equivalent sources which lead to 1) 
substantially reduced memory requirement, 2) spectrally convergent approximations, and 
3) improved operation count. For example, for an N point discretization, AIM requires an 
O(N3/2) FFT and a corresponding O(N3/2) amount of RAM.  Our method requires six 
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FFTs of  O(N4/3). This implies a significantly lower memory requirement.  Such 
reductions and convergence properties have allowed us to compute very accurately, on a 
personal computer, scattering from the bodies of sizes close to the largest reported up to 
now [4], where forty IBM SP2 nodes were used in the latter work to treat scatterers of 
diameters up to 70λ; no error estimates were given in that work.  

 
C. SIGNIFICANCE OF RESULTS 
 

We succeeded in developing an initial research code to verify this new, fast and accurate 
solver technique that performs substantially better (faster & with less memory) than current 
conventional methods.  This improvement was demonstrated by testing the new algorithm’s 
performance on certain structures with metallic & dielectric properties.  This result is a first step 
toward developing a fully validated EM simulation for predicting with full fidelity the near-fields 
and far-fields of  complete antenna/spacecraft/solar panel structures.  We expect this work to 
lead to reduction in cost of spacecraft design, enhanced performance of the spacecraft telecom 
link, and improved performance of certain on-board scientific-instrument-antenna systems. 
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Figure 1. Electromagnetic 
(conducting) cube with 1λ diagonal. 

Figure 2.  Electromagnetic (conducting) 
lenticular body of revolution with 2λ. 

Figure 3. Electromagnetic 
(conducting) ogive with lengths 

from 1λ to 20λ.

Figure 4.  2D penetrable scatterer 
with refractive index n=n(x).  

Diameter = 10λ .

Figure 5.  Sample spacecraft is a 
complex combination of flat and 

singular surfaces (edges and tips). 
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Type Size Unknowns Iterations Time/Iter Rel MS Norm Abs Max Norm 
Non-Accel 1λ 1568 20 69s 2.5e-3 1.4e-3 
Non-Accel 1λ 6336 17 12m 45s 3.8e-5 2.2e-5  
Non-Accel 1λ 25472 17 3h 27m 9.8e-7 4.8e-7  
Accelerated 10λ 34112 13 26m 3.8e-4 2.1e-4 
Accelerated 20λ 34112 14 14m 6.0e-3 2.4e-3 
Accelerated 20λ 72320 19 67m 5.4e-5 2.1e-5 

N Memory Iter Time NF Error Ratio FF Error Ratio 
12K 19 MB 54 36s 2.2e-5   7.3e-9  
25K 39 MB 54 72s 4.8e-7 44.9 1.1e-11  692 
50K 75 MB 54 160s 1.1e-8 45.8 4.5e-12  conv 

99K 150 MB 54 331s 4.8e-10 22.1 4.5e-12 conv 
198K 305 MB 54 561s 1.4e-11 35.0 4.6e-12 conv 

396K 609 MB 54 1172s 1.9e-12 conv 4.7e-12 conv 

Algorithm Sphere 
Radius 

Time RAM Unknowns RMS Error Computer 

FISC 12λ 12h 1.8 GB 602 K 7.2% SGI R8000 
Non-Accel 12λ 6.5h 24 MB 26.2 K .22% 400 MHz PC  
Accelerated 12λ 16h 120 MB 87.3 K .00096% 400 MHz PC  

FISC 24λ 8 x 5h 5 GB 2.4 M 7.9% SGI Origin (8 cpu) 
Accelerated 24λ 33h 807 MB 350 K .024% 400 MHz PC 

Algorithm Sphere 
Radius 

Time Unknowns RMS Error 

Nystrom 2.7λ 1953s (setup) 5400 2.3% 
Galerkin 2.7λ 38803s (setup) 5400 .48% 

Non-Accelerated 2.7λ 294s 2526 .068% 
Non-Accelerated 2.7λ 1430s 5430 .0025% 

Table 1.  Results for conducting ogive with and without our accelerated 
solver (400 MHz CPU with 1 GB RAM). 

Table 3. Results for scattering by large conducting spheres 
computed using FISC versus our algorithms. 

Table 4. Results for scattering by small conducting sphere 
using FastScat versus our unaccelerated algorithm. 

Table 2.  Our results for 2D penetrable dielectric tube (Fig. 4) with 
refractive index n=n(x) and diameter = 10λ.  Iter shows number of 
iterations required by GMRES [8]; NF and FF errors are absolute 
maximum norm of error in near- and far-fields; Ratio is ratio of 2 

consecutive NF and FF errors. 
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